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Abstract 

The objectives of this research were 1) to design the Architectures of an Intelligent Multilevel Item Bank System 

for Higher Education Graduate Standardized Testing, 2) to assess the suitability of the Architectures of an 

Intelligent Multilevel Item Bank System for Higher Education Graduate Standardized Testing. The results of the 

research were divided into 2 phases as follows: Phase 1: Designing the Architectures of an Intelligent Multilevel 

Item Bank System for Higher Education Graduate Standardized Testing; Designing could be divided into 3 layers: 

1. User layer: consisting of users related to 3 groups of systems: 1) Teacher Admin/Program Designated Lecturers, 

2) Teachers, 3) Students 2. Process layer: It was part of various modules of the Multilevel Item Bank System, 

which consisted of 8 main modules: 1) Question Management, 2) Cognitive Level Classification, 3) Trial Testing, 

4) Item Analysis, 5) Item Standard Processing, 6) Testing, 7) Proficiency Level Processing, 8) Suggestion 

Processing, and 3. Output layer: consisted of three main modules;1) Testing Report, 2) Proficiency Level Report, 

and 3) Suggestion Report. Phase 2: Assessment of the suitability of the Architectures of an Intelligent Multilevel 

Item Bank System for Higher Education Graduate Standardized Testing by 7 experts in ICT for education, 

information technology, and computer science; It could be concluded that the Architectures of an Intelligent 

Multilevel Item Bank System for Higher Education Graduate Standardized Testing had the overall suitability at 

the highest level. 

Keywords: Intelligent multilevel item bank, evaluation of national undergraduate, classical test theory, revised 

bloom’s taxonomy. 

1. Introduction 

Currently, teaching and learning management at the higher education level in Thailand has adopted the Thai 

Qualifications Framework for Higher Education as a guideline for developing or improving curriculum, teaching 

and learning management, and developing the quality of education management to be able to produce quality 

graduates, and for the benefit of accrediting qualification standards at the higher education level[1], [2]; In 2015, 

standard criteria for undergraduate programs have been established to produce quality graduates in line with the 

National Higher Education Qualifications Framework, the labor market, the advancement of science and 

technology, including the changing social context, academic standards and international professions to lead the 

country towards sustainable development and to meet international standards [3], [4], and in 2022, determined the 

learning outcomes of higher education graduates, must have at least four areas as follows: 1. Knowledge, 2. Skills, 

3. Ethics, and 4. Character [5]; and must ensure the quality of graduates; universities must have a system for 

ensuring the quality of the actual learning outcomes of all Educational curricula, and monitoring and evaluation 

of such learning outcomes that can be monitored according to the principles of good governance, and used to 

improve the curriculum management process and learning process to achieve learning outcomes according to the 

aforementioned standards [6]. 

Quality assurance of graduates by examining learning outcomes requires the development or creation of 

assessment tools, therefore it is necessary to create an achievement test, which is considered very important and 

necessary for the Assessment of learners in the teaching and learning process, to measure and evaluate what 
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learners have learned, achieved objectives or learning outcomes according to qualification standards or not. [7]. 

One type of educational measurement tool that is widely used and effective is exams; which are the exams that 

are most commonly used are Multiple Choice Questions (MCQs) [8], because they measure achievement on the 

cognitive level of revised Bloom's taxonomy [9]–[12]; That is, from the Remembering hierarchy to the Creation 

level, so most teachers prefer to issue multiple choice tests to measure student achievement [13]. 

Creating an Examinations bank is therefore a way to solve this problem; the researcher is interested in conducting 

a research study, developing an intelligent multilevel item bank that will facilitate exam management to measure 

learning achievement. The Intelligent multilevel item bank system to be developed requires the following key 

modules: Question Management; It is able to create exams according to field of study, subjects, topics, and 

learning objectives; and most importantly, each exams is assigned Bloom's intellectual level, the exams is taken 

to try out, Automated test analysis to determine test quality based on classical test theory [14]–[17]; For the exams, 

the teacher can set the level of the exams, to suit the student or the level of the examinee who wants the exams at 

any level, such as Basic level, Intermediate level, and Advanced Level, etc.; There is also a system to advise 

candidates, by grading according to subjects, topics, the purpose of which is to advise students on their 

weaknesses, strengths in which purpose, or subject; and in addition, the use of test results as a guideline for 

developing, or improving the curriculum, and teaching and learning so that graduates have learning outcomes that 

meet the standards of the same qualifications, and have comparable standards at both national and international.  

2. Objectives 

1) To design the Architecture of an Intelligent Multilevel Item Bank System for Higher Education Graduate 

Standardized Testing. 

2) To assess the suitability of the Architectures of an Intelligent Multilevel Item Bank System for Higher 

Education Graduate Standardized Testing. 

3. Methodology 

The Architectures of an Intelligent Multilevel Item Bank System for Higher Education Graduate Standardized 

Testing defined the process into two phases: 

Phase 1: Designing the Architectures of an Intelligent Multilevel Item Bank System for Higher Education 

Graduate Standardized Testing is designing the architecture of the system to know who the users of the system 

are to be built, what is the structure of the system, what subsystems and modules are divided into, how are the 

modules linked together. 

Phase 2: Assess the suitability of the Architectures of an Intelligent Multilevel Item Bank System for Higher 

Education Graduate Standardized Testing by 7 experts with knowledge in ICT for education, information 

technology, and computer science. 

4. Results 

A. Architecture design 

The Architectures of an Intelligent Multilevel Item Bank System for Higher Education Graduate Standardized 

Testing can be divided into 3 layers: 1. User layer 2. Process layer and 3. Output layer, which can show the 

developed architectures as shown in Figure 1.  
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Figure 1. The Architectures of an Intelligent Multilevel Item Bank System for Higher Education Graduate 

Standardized Testing 

Architectural details 

User Layer  

The Architectures of an Intelligent Multilevel Item Bank System for Higher Education Graduate Standardized 

Testing developed consists of 3 groups of involved persons: 1) Teacher Admins/Program Designated Lecturers, 

2) Teacher, 3) Student; each group has different duties and uses of the system as follows: 1. Teacher 

Admin/Program Designated Lecturers Implement the following modules of the system: User management, 

Examination Report Review, Curriculum, and Teaching Update. 2. Teachers use the following system modules: 

Exams Management, Cognitive Level Classification, User Account Management, Trial Testing, Item Analysis, 

Item Standard Processing, Testing, Proficiency Level Processing, Suggestion Processing, and Examination Check 

List. 3. Students use the following modules of the system: Try out, Take the standardized test series, Check result 

report, Check recommendation report. 

Process Layer 

It is part of the modules of the Multilevel Item Bank System, which consists of 8 main modules. 

1. Question Management 

It is a module used to manage exams such as Add, Edit, Delete, and Show. Exams: Before creating exams, you 

need to create the following first; First, Add Major to create the exams, when the Add Major is finished; it has to 

create 3 more things: Add Subjects, Add Topics, and Add Objectives, respectively. Then Add Question; when the 

teacher adds an exam, the system will show a selection list for the following topics as created earlier. 

Subject:  Select a subject, which subject is this exam in? 

Topic:  Select a topic, which topic is this exam on? 

Objective: Select an objective, what is the purpose of this exam? 
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Cognitive Level Classification: Select the level of intelligence (Cognitive level), which level of intelligence is this 

exam? 

When all have been selected, it is part of the exam type; by typing the question, select the exam type, and type the 

option which will have a text box for typing exam questions. Radio button for selecting the Choice type (selecting 

the exams as multiple-choice question, True/False), and a Text Box for typing a list of Choice 1 – Choice 4, and 

answer options must be selected. In addition, questions and four options of the exams can be added with an image 

file; already created exams can be shown, edited, and deleted. Exams in this section are stored in the Beta Item 

Banks database for testing purposes next. 

2. Cognitive Level Classification 

The level of difficulty of the exams is determined using the cognitive level of Revised Bloom's Taxonomy; in 

order from basic to complex, the Cognitive Domain is divided into 6 levels as follows: 1) Remembering, 2) 

Understanding, 3) Applying, 4) Analyzing, 5) Evaluating, 6) Creation [18].In the process of creating the exams, 

if the teacher knows the Cognitive level, he/she can set it in the exams. The exams that have not specified the 

problem level will be processed by using Machine Learning to classify the information into six cognitive levels. 

[19]–[22], the teacher must provide a set of Data Training which is a test with a specified Cognitive level, for  

Machine Learning to classify; As a result, the exam data will be updated in the Multilevel Item Bank System, the 

exam will be assigned a Cognitive level to be used in the next exams. 

3. Trial Testing 

Once the required number of exams have been created, the exams must be taken for testing to determine the 

quality of the exams to select standardized exams to be stored in the Item Bank; by taking the exams for testing 

there are the following steps: Select a field of study (major). There are two types of exam selection options: 

Random and Select. Selecting randomly, the system will display the Subject, Topic, the total number of questions 

on All question, Question no select, and input num question, In which the teacher must enter the required number 

of items for each Topic that does not exceed the total number of questions contained in that Select that the teacher 

must select the exams that you want to take the exam individually, when entering the number of exams or selecting 

exams, then press the Save button; after that, Test Setting which must set the following settings: Name Exam, 

Password, Timer , Page split, and Status; Once the configuration is complete, it can be used for students to take 

the test, after the student completes the test will be the process of displaying the Report Trial Testing, students 

must select a field of study (major), select the test to let the system display a report on the screen; Teachers can 

select the reports they want, such as Subject report, Topic Report, Objective report, Student report, etc. The system 

will display #num questions, #Number of students taking the test, and will display the rank, first name, last name, 

subject, and score of each student; after the test data of the students is obtained, the data will be used to determine 

the test quality as the next step. 

4. Item Analysis 

Analyze the question paper according to Classical Test Theory to determine the quality of each item; by finding 

the Difficulty value and Discrimination power; this can be done by analyzing all test takers' responses, but if there 

are a large number of test takers for convenience of analysis, it may be possible to analyze some of the test takers' 

responses; For analyzing the case of a small number of test takers, for example, about 30-100 people, 50% of the 

technique will be used, which will sort the scores from the test takers with high scores to low scores and divide 

them into high and low groups, 50% each, and then calculate.  

Difficulty 

𝑃 =  
𝑅𝐻 +  𝑅𝐿

𝑁𝐻 +  𝑁𝐿

 

RH = number of people who answered correctly in the high group 

RL = number of people who answered correctly in the low group 

NH = total number of people in the high group 
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NL = total number of people in the low group 

Discrimination power 

𝐷 =  
𝑅𝐻 + 𝑅𝐿

𝑁𝐻

 

RH = number of people who answered correctly in the high group 

RL = number of people who answered correctly in the low group 

NH = total number of people in the high group 

After exam analysis is complete, it will go to the standardized exam processing step to bring the standardized 

exams to be stored in the Multilevel Item Bank. 

5. Item Standard Processing 

Processing to find standardized exams will select exams based on the level of Difficulty of the exams and 

Cognitive Domain level of Revised Bloom's Taxonomy; Interpretation Criteria for the Difficulty of the Exams. 

[23], [24] are shown in Table 1. 

Table 1: Interpretation Criteria for the Difficulty (p) of the Exams. 

Difficulty (p) Meaning  

0.80 – 1.00 Too easy 

0.60 – 0.79  Easy  

0.41 – 0.59 Medium 

0.20 – 0.39 Difficult  

0.00 – 0.19 Too difficult 

Revised Bloom's Taxonomy 

The Cognitive Domain is divided into 6 levels as follows: 1) Remembering, 2) Understanding, 3) Applying, 4) 

Analyzing, 5) Evaluating, and 6) Creation [9]–[12]. 

Selection of standardized exams based on difficulty will select exams with a difficulty level of 0.20-0.79 and 

arrange the exams into 3 levels as follows: 

Easy:   p =0.60- 0.80 

Medium: p = 0.40-0.59 

Difficult:  p = 0.20-0.39  

Exam selection based on Bloom's Cognitive level by grouping the Cognitive level into 3 levels [15] 

1. Easy Level 

  -  Remembering 

  -  Understanding 

2.  Medium Level     

   - Applying 

   - Analyzing 

3. Difficult Level 

   - Evaluating 
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   - Creating 

Therefore, the criteria for processing standardized examinations are summarized in Table 2. 

Table 2: The criteria for processing standardized examinations. 

Exam Level Difficulty (p) Cognitive Level 

Easy 0.60 – 0.79 
- Remembering 

- Understanding 

Medium 0.40 – 0.59 
- Applying 

- Analyzing 

Difficult 0.20 – 0.39 
- Evaluating 

- Creating 

After receiving standardized exams, the next step will be taking the standardized exams for further examinations. 

6. Testing 

The exam is a standardized questionnaire stored in the Multilevel Item Bank, the test has 3 levels: Basic, 

Intermediate, and Advanced. For each level of the test, a different number of questions are selected as in Table 3.  

Table 3: Level of Testing and Number of Testing 

Level of Testing Number of Exams 

Basic Easy 50%, Medium 25%, difficult 25% 

Intermediate Easy 25%, Medium 50%, difficult 25% 

Advanced Easy 25%, Medium 25%, difficult 50% 

For example, if the level of testing is Basic, requires 100 questions to be used in the test, will select from Easy 50 

questions, Medium 25 questions, and Difficult 25 questions, etc. There are 4 steps in the exam process: 

6.1 Test Setting 

It is to add a test and Test Setting by specifying Test Name, Test Level (Basic, Intermediate, Advanced), Number 

of Questions, Test Password, Test Time, and Test Status (Open, Close).  

6.2 Select Item 

Exams Selection: Teachers can select exams by choosing from Subjects, Topics, or Objectives; the program will 

show the list of exams selected by the teacher and will calculate the number of exams in each item automatically, 

but if the teacher wants to change, he/she can set the number of exams for each item as needed. 

6.3 Testing 

Testing: A list of students must be registered in the system first before they are eligible to take the exams; students 

must use username and password to log in to the exam system, when logged in, click on the questionnaire you 

want to take, the questionnaire will be displayed, to complete the questionnaire, therefore, submitting the exam; 

During taking the exams must look at the exam time, if the time is over, the system will stop the exam immediately. 

6.4 Scoring 

The system will process the test score and report the test score of each test taker to notify the test taker individually. 

7. Proficiency Level Processing 
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Judging the results of the exam is the conversion of score information into proficiency levels according to the 

score obtained. [25]– [30]; in which the instructor must determine the score and Proficiency Levels, for example, 

as shown in Table 4. 

Table 4: Determine the score and Proficiency Levels 

Score  Proficiency Levels 

0 – 49 1. Basic 

50 - 59  2. Pre-Intermediate 

60 – 69 3. Intermediate 

70 – 79  4. Upper-Intermediate 

80 – 89  5. Pre-Advanced 

90 -100 6. Advanced 

8. Suggestion Processing 

Suggestion Processing is the introduction of test scores divided by subjects, topics, and objectives; it will be 

compared with the defined criteria. Passing or failing on a subject, topic, or objective leads to guidance to students 

taking the exams to return to the subject, topic, or objective; the initial pass is set at 60%. 

Output Layer 

The output module section of the Multilevel Item Bank System consists of three main modules: 

1. Testing Report: This is a test report module, divided into 1.1 Student Report, the system will display the test 

score report of each candidate. 1.2 Subject Report, the system will report subject-level exam scores by showing 

student scores that each subject has received test scores and how many total scores. 1.3 Topics Report, the system 

will display a student score report showing each topic, how much did the student score and what was the total 

score? 1.4 Objective Report, the system will display a student score report showing each objective, how many 

points did the student get and what was the total score? 

2. Proficiency Level Report: It is a report on the proficiency level of the students who took the exam, the system 

will display the test score report of each student on how many points they got and what level of proficiency they 

are. 

3. Suggestion Report: It is a report of suggestions from the exam results, the system will display suggestions on 

topics that did not pass the exam and suggest which topics should be studied to pass the exam. 

B. Evaluation results of the appropriateness of the Architectures of an Intelligent Multilevel Item Bank System for 

Higher Education Graduate Standardized Testing. 

Assessment of the appropriateness of the Architectures of an Intelligent Multilevel Item Bank System for Higher 

Education Graduate Standardized Testing by 7 experts in ICT for education, information technology, computer 

science, using the criteria to interpret the Mean and Standard Division; Divided into 5 levels according to Likert’s 

Scale [31] with the following criteria:  

Mean 4.50-5.00 means the most appropriate. 

   Mean 3.50-4.49 means very appropriate. 

Mean 2.50-3.49 means moderately s appropriate. 

Mean 1.50-2.49 means less appropriate. 
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Table 5: Evaluation results of the appropriateness of the Architectures of an Intelligent Multilevel Item Bank 

System for Higher Education Graduate Standardized Testing. 

Details of the Architecture  (X̅) (S.D.) Level of appropriateness 

1. User Layer 4.90 0.30 The most appropriate 

1.1 Teacher 5.00 0.00 The most appropriate 

1.2 Student 4.86 0.38 The most appropriate 

1.3 Teacher Admin/Program Designated 

Lecturers 
4.86 0.38 

The most appropriate 

2. Process Layer 4.76 0.43 The most appropriate 

2.1Question Management 4.97 0.17 The most appropriate 

2.1.1 Add Major 5.00 0.00 The most appropriate 

2.1.2 Add Subject 5.00 0.00 The most appropriate 

2.1.3 Add Topics 5.00 0.00 The most appropriate 

2.1.4 Add Objectives 5.00 0.00 The most appropriate 

2.1.5 Question Management 4.86 0.38 The most appropriate 

2.2  Cognitive Level Classification 4.43 0.53 Very appropriate  

2.3  Trial Testing 4.57 0.51 The most appropriate 

2.3.1 Select Item 4.57 0.53 The most appropriate 

2.3.2 Test Setting 4.57 0.53 The most appropriate 

2.4 Item Analysis 4.71 0.49 The most appropriate 

2.5 Item Standard Processing 4.57 0.53 The most appropriate 

2.6 Testing 4.79 0.42 The most appropriate 

2.6.1 Test Setting 4.71 0.49 The most appropriate 

2.6.2 Select Item 4.86 0.38 The most appropriate 

2.6.3  Testing 4.71 0.49 The most appropriate 

2.6.4 Scoring 4.86 0.38 The most appropriate 

2.7  Proficiency Level Processing 4.71 0.49 The most appropriate 

2.8  Suggestion Processing 4.57 0.53 The most appropriate 

3. Output Layer 4.91 0.28 The most appropriate 

3.1   Testing Report 4.95 0.22 The most appropriate 

3.1.1 Subject Report 5.00 0.00 The most appropriate 

3.1.2 Topic Report 5.00 0.00 The most appropriate 
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Details of the Architecture  (X̅) (S.D.) Level of appropriateness 

3.1.3 Objective Report 4.86 0.38 The most appropriate 

3.2   Proficiency Level Report 4.86 0.38 The most appropriate 

3.3 Suggestion Report 4.86 0.38 The most appropriate 

Total average 4.81 0.39 The most appropriate 

   Mean 1.00-1.49 means the least appropriate. 

 From Table. 5 Results of the appropriateness assessment by experts in the field of ICT for education, information 

technology, and computer science, it can be concluded that the Architectures of an Intelligent Multilevel Item 

Bank System for Higher Education Graduate Standardized Testing is overall appreciated at the most level 

(X̅=4.81, S.D. = 0.39); Considering each layer, it was found that every layer had the most level of appropriateness, 

with the Output Layer having the highest Mean, with the Mean (X̅) =4.91, S.D.= 0.28, followed by the User Layer, 

the Mean (X̅ )= 4.90, S.D.= 0.30, followed by Process Layer, the Mean ((X̅ )= 4.76 ,S.D. =0.43, respectively. 

Architectural Appropriateness Assessment: User Layer 

Graph of architecture appropriateness assessment results: User Layer is at the highest level, X̅=4.90, S.D. =0.30, 

arranged in descending order of appropriateness as shown in Figure 2. 

 

Fig.  2. User Layer Appropriateness Assessment Results Graph 

Architectural Appropriateness Assessment: Process Layer 

Graph of architecture appropriateness assessment results: Process Layer is at the highest level, X̅=4.76, S.D. 

=0.43, in descending order of suitability as shown in Fig. 3. 
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Fig. 3. Process Layer Appropriateness Assessment Results Graph 

Architectural Appropriateness Assessment: Output Layer 

Graph of Appropriateness Assessment Results: Output Layer is at the highest level, X̅=4.91, S.D. =0.28, and in 

descending order of Appropriateness as shown in Fig. 4. 

 

Fig. 4. Appropriateness Assessment Results Graph: Output Layer 

5. Discussion 

This research aims to design and develop to design the Architectures of an Intelligent Multilevel Item Bank System 

for Higher Education Graduate Standardized Testing. Experts were asked to evaluate the Appropriateness of the 

architecture design and to evaluate the development efficiency of the Architectures of an Intelligent Multilevel 

Item Bank System for Higher Education Graduate Standardized Testing, with the following details. 

1)  Designing the Architectures of an Intelligent Multilevel Item Bank System for Higher Education 

Graduate Standardized Testing. 
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The first objective of this research was to design the Architectures of an Intelligent Multilevel Item Bank System 

for Higher Education Graduate Standardized Testing. The results of the design of the Architectures of an 

Intelligent Multilevel Item Bank System for Higher Education Graduate Standardized Testing. It is divided into 3 

layers: 1. User layer, 2. Process layer, and 3. Output layer; The details of each layer are as follows: User layer: it 

is the part related to system users, consisting of 3 system users as follows: 1. Curriculum responsible person, 2. 

Instructor, and 3. Students, which correspond to [32], which designed the Online Examination System for State 

Vocational Schools and also corresponds to [33] Design and Implementation of Online Examination System for 

University Students in Iraq, and the Process layer: sub-processes that form a complete system that works on 

demand (Refinement), which consists of 8 main modules as follows: 1. Question Management, 2. Cognitive Level 

Classification, 3. Trial Testing Management, 4. Item Analysis, 5. Item Standard Processing, 6. Testing 

Management, 7. Proficiency Level Processing, and 8. Suggestion Processing; in line with the research of [34] that 

presented a framework for the Intelligent Examination System, which presented a system that consists of 4 parts: 

1. User Management, 2. Course Management, 3. Question Management, 4. Examination and Evaluation 

Management; Details of various modules of the system and consistent with the research of [33].The system has 

the following modules: 1. User management, 2. Question Management, 3. Examination Management, 4. Reporting 

Result; Details for Process Layer; Output layer consists of 3 modules: 1 Testing Report, 2. Proficiency Level 

Report, 3. Suggestion Report. This module is used to give advice on student results, score errors in each topic, 

scoring less than the specified threshold for students to improve, which is in line with the research of [35], 

introduced Intelligent Examination System, which can guide students automatically and consistent with the 

research of [35] which has developed an Automated Feedback System as an add-on. (Extending) to the Adaptive 

Testing system, allowing the system to give advice to students such as Overall proficiency level, test results of 

each topic, recommended topics to be revised. Linking each layer, and linking each module of the system can be 

schematically illustrated as Figure 1. 

2) Assessment of the Appropriateness of the Architectures of an Intelligent Multilevel Item Bank System 

for Higher Education Graduate Standardized Testing. 

According to the results of the appropriateness assessment of the Architectures of an Intelligent Multilevel Item 

Bank System for Higher Education Graduate Standardized Testing by 7 experts in ICT for education, Information 

Technology, Computer Science, by assessing the appropriateness according to the architecture design that is 

divided into 3 layers: 1) User layer: has the highest appropriateness score, Mean (X̅)=4.90, S.D. = 0.30, 2) Process 

layer: has the highest appropriateness score, Mean (X̅)=4.76, S.D. = 0.43 ,3) Output layer: has the highest level 

of appropriateness score, Mean (X̅)=4.91, S.D. = 0.28; At the highest level, Mean (X̅)=4.81, S.D. = 0.39. 

6. Conclusion 

This research is divided into 2 phases, namely, Phase 1: designing the Architectures of an Intelligent Multilevel 

Item Bank System for Higher Education Graduate Standardized Testing. Phase 2: Assessing the appropriateness 

of the Architectures of an Intelligent Multilevel Item Bank System for Higher Education Graduate Standardized 

Testing by 7 experts with knowledge in ICT for education, Information Technology, and Computer Science, 

totaling 7 people. The evaluation results are overall appropriate at most levels.  
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