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Abstract 

 

The social machine refers to a combination of humans and communication technologies through the cooperation and 

interaction between which social structuration is formed. In this concept, machines represent technological 

communication tools, and humans represent people who have individual or social actions using these tools. In the 

ubiquitous computing era where artificial intelligence applications are used, social machines act as a powerful framework 

for understanding and interpreting interactions in social relations, leading to the addition of topics including socio-

algorithmic ecosystems or computational social sciences to the social science literature. Moreover, researchers have 

largely used it to analyze interactions between people and model different levels of communication. On a more specific 

note, social machines can be used as a framework for policy-making in the field of communication and its relevant 

technologies. The present study provided a five-point framework for classifying influence processes in socio-algorithmic 

ecosystems and examined several aspects of social machines from a cybernetic perspective. For this purpose, the factors 

affecting the concept of social machines were extracted from different sources using an analytical-inferential method and 

then analyzed and combined. Next, a conceptual model was defined as a framework for structurally evaluating social 

machines according to the findings. Moreover, the interactions between people and algorithms were formed and 

categorized through the understanding of social machines according to cybernetics research. Case studies were used to 

explain how people and algorithms interact in online social networks and algorithmic decision-making systems and 

describe how this framework can guide scientists in further research and help managers in policy-making. 
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1. Introduction 

 

The social machine is a new concept in the field of social technologies and refers to a combination of humans and 

communication technologies. According to this concept, a new and dynamic space can be formed for performing social 

activities through the cooperation and interaction between humans and communication technologies. Social machines 

originally operate based on the interaction and cooperation between humans and computing systems. In these machines, 

humans interact with each other and technologies and perform their activities using communication technologies such as 

social networks, blogs, online collaboration platforms, and so on. For example, on social networks such as Facebook, 

Twitter, or LinkedIn, users can share their information, opinions, experiences, and resources and participate in group 

discussions and activities. These interactions are classified as social machines. 

Consolidation of the position of the Internet as the main communication network and its acceptance by the society 

following the development of hardware, increasing the efficiency of computing systems, increasing the rate of use of 

smartphones, etc., which has led to the phenomenon of social data creation and the formation of new communication and 

information processes. It has affected all aspects of society. Algorithmic decision-making systems, artificial intelligence 

algorithms, social network platforms, data sharing systems, forecasting tools, and decision-making tools lead to changes 

in social behaviors at different levels of society, which must be carefully followed in order to understand them accurately. 

Using social machines, people can collectively make decisions and carry out collaborative activities in different fields to 

achieve common goals. Also, this concept enables us to better understand the effects of technologies on societies and 

social, cultural, economic, and political systems and to provide new solutions for existing and coming challenges. 
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One of the most intensive consequences of technological advancement is the degree of digitalization of social processes, 

making decision-making difficult, i.e. a condition that was not understood before. Although access to the Internet on 

different devices facilitates information exchange in different situations, computational capabilities and the progress of 

data storage technologies lead to the constant transformation of individual behavior into cloud data being processed and 

stored. Therefore, algorithms, society, and communication combine in complex and continuous ways, creating new forms 

of social ecosystems. Tim Berners-Lee, the founder of the World Wide Web, defined such ecosystems where individuals 

and algorithms participate and interact as social machines (Shadbolt et al. 2019; Berners-Lee 1999). Social machines are 

not machines per se, nor do they depict mechanistic deterministic phenomena. On the contrary, they are systems of 

systems in which individuals and algorithms are separated from their materiality, forming complex interaction patterns 

(J. A. Hendler and Mulvehill 2016). 

Social networks, algorithmic decision-making (ADM) systems, and search engines are all types of social machines where 

individuals, software, and hardware are constantly interacting and resulting in emergent system states. 

As a result, social machines are a concept that provides new opportunities for social interactions by combining individuals 

and communication technologies. This concept can be a basis for research and policy-making in the field of 

communication and media to know the effects of technologies and the opportunities provided by them at different levels 

of society. 

 

2) Research goal 

 

Although researchers have greatly analyzed socio-algorithmic systems as social machines, the policy-making of these 

systems in a similar framework has not been examined so far. Studies mainly focus on investigating the politics of separate 

parts of these systems, such as legislation, algorithmic function, or user behavior. Therefore, there is a significant 

knowledge gap in understanding how processes interact and influence each other, as well as how they change systems 

from a holistic perspective. For example, there are many questions about how changes in recommendation systems on 

social media platforms affect circulated content or how web mapping services such as Google Maps change traffic patterns 

and user consuming habits (Shadbolt et al. 2019; J. Hendler and Berners-Lee 2010; Burégio, Meira, and Rosa 2013; 

Cristianini and Scantamburlo 2020). 

Understanding the aspects of social sciences in social machines enables us to improve our understanding of social effects 

and interactions in the digital world and the function of machines in this context. Understanding the aspects of social 

sciences in social machines mainly includes: 

 

• Human behavior and interaction: Understanding human behavior and interaction in social machines is of great 

importance. For example, studying the factors influencing an individual's decision to disseminate or choose content, 

the effect of social networks on the formation of public opinions and social behavior, the role of recommendation 

algorithms in intensifying the separation of people or interaction between them, the convergence or differences of 

opinions and social motives, etc. 

• Power and influence: Social machines can greatly influence people's behavior and opinions. Investigating how these 

machines affect people's decisions and collective behavior, how they intensify or reduce social differences, and what 

opportunities and challenges are caused by the concentration of power in social media platforms can provide a better 

understanding of the factors influencing social machines. 

• Trust and Security: Users usually expect their personal information and communications to be secure in digital social 

environments. Studying the issues such as user privacy, exploitation of users' data, and management of information 

security in social machines can help maintain users' trust and security. 

• The role of organizations and policymakers: Studying the role of organizations and policymakers in regulating and 

controlling social machines, determining the relevant rules and regulations, the influence of policies and political 

decisions on the content and behavior of users, and analyzing the social and political effects of these systems can bring 

a better understanding of the role of organizations and policymakers in this field. 

Understanding the aspects of social science in social machines enables us to provide more appropriate approaches, 

policies, and solutions to manage and organize these systems to improve social and political interactions in the digital 

world. Understanding the aspects of social science in social machines in cases such as the above is necessary for three 

reasons: 

(1) The need for a new level of knowledge is felt in this department, which studies with an interdisciplinary nature and 

with an additional and holistic view on how algorithms affect society. Most of the studies in this field are case-specific 

and face serious methodological and processing limitations due to the predominance of the data-oriented view as well as 

the predominance of the engineering technical view in data-oriented.  

(2) The policy view in this field emphasizes more on intervention and tries to find ways to intervene in social-algorithmic 

systems based on law. This policy concern attempts to reduce the unjust, unethical, and illegal outcomes of these systems, 

but there is no framework to guide such interventions. 
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(3) System designers are interested in understanding how the insertion of a technical component, or the presence of 

regulation, might directly or indirectly affect the function of their socio-algorithmic ecosystem. This study develops the 

theoretical foundation for answering questions such as the above by introducing a framework that classifies the rules of 

socio-algorithmic ecosystems. This framework reduces the existing complexity of the interpretation of social processes 

in social machines. It achieves this by seeking answers to the following research questions: 

 

• How can researchers analyze and classify social processes in social machines from a systemic perspective? 

• How can researchers use the above framework as a guide for understanding socio-algorithmic ecosystems? 

 

3) Research contributions 

 

• This research studied social machines under a cybernetic framework to describe the characteristics of systems to show 

that social machines can be a valuable tool for the ecosystem and help managers in determining policies and policy-

making in the field of communication and its relevant infrastructure. 

• This study explained the framework of social machines to prove the framework for the normative statement that 

technology is not a neutral participant in society. In turn, algorithmic implementations transform social functions in 

unexpected ways. So, they must be considered in decision-making. 

 

4) Method 

 

The present study was carried out using an analytical-inferential method. This method is a combination of the ijtihad 

method and thematic analysis. Using the ijtihad method, the data are scientifically collected from various sources, 

examined in terms of documentation and concept, and implication, and analyzed in rational steps to create initial codes 

and then, combine them to create sub-categories. That is, using the ijtihad method, the stages from data collection to initial 

and secondary coding in the thematic analysis are followed, and initial codes and sub-categories are extracted but the next 

steps of thematic analysis are not followed because in the ijtihad method typically used in the field, to infer an order, first 

all relevant data are searched. This step is called data review in thematic analysis. Next, the documents are reviewed 

(Khalili, Pour-Ezzat, and Jafari 2018). In this method, after the problem statement, the textual data related to the topic 

studied are examined, the discussed categories are categorized, and the findings are categorized by forming categories 

and themes. 

 

5) Research background 

 

• Social machines 

   Social machines are a concept referring to a system or network where humans and machines cooperate and interact to 

achieve specific goals or perform tasks. Social machines combine human intelligence, social interactions, and 

technological capabilities to find new ways of collective problem-solving, knowledge-sharing, and decision-making. 

The term "social machine" was coined by Berners-Lee, the inventor of the World Wide Web. He defined social machines 

as a way to harness the collaboration between humans and machine intelligence to solve complex social challenges. 

There are various forms of social machines, such as web-based communities, crowdsourcing platforms, collaborative 

systems, social media, social networks, etc. These systems use collective intelligence and human engagement by 

facilitating technologies, to generate valuable outputs and insights. In a social machine, people interact with each other 

and with automated systems, creating a dynamic ecosystem where information is shared, ideas are exchanged, and 

actions are coordinated. Composing human and machine capabilities in social machines enables efficient problem-

solving, innovation, and collective decision-making. In general, the concept of social machines emphasizes the synergy 

between human intelligence and machine and highlights the potential of joint and collective efforts to address complex 

social challenges and improve various aspects of human life. 

 

Social machines are considered a model for examining, evaluating, and understanding socio-algorithmic ecosystems, 

mainly influenced by computer science thought. It emerged as a scientific solution for dealing with excessive social 

datafication and enhancing the interconnectedness of social and technological processes (J. Hendler and Berners-Lee 

2010). As a scientific model, it aims to combine computational, technological, and social processes under the same 

framework (Burégio, Meira, and Rosa 2013), supporting explanations, which are beyond the traditional boundaries set by 

scientific disciplines. In social machines, people and technology are both participants in systemic processes. By adopting 

systems theory, scientists can trace the inputs, outputs, interactions, constraints, and states forming a particular social 

machine (Meira et al. 2011) to correctly understand what is human and what is artificial. This, in turn, reduces complexity 

when studying phenomena and facilitates the practical understanding of socio-algorithmic ecosystems. 
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• The approach of social machines to social science research 

  What distinguishes social machines from other research is their approach to the interaction between humans, computers, 

and artificial intelligence interaction. Other approaches address collective intelligence, crowdsourcing, web-based 

communities, social structurization, etc. separately, mostly leading to the development of abstract frameworks. For 

example, contribution itself is an issue that seriously affects the perspective from which the discussion is started, that is 

determining whether social contribution is discussed as a sociological matter or it is considered from a technical 

perspective in the design of the platform algorithm. Authenticating each can shift the direction of the discussion. In this 

sense, the contribution of social machines is similar to approaches such as actor-network theory (ANT), which aims to 

describe complex socio-technological processes by placing humans and technology on the same level (Latour 2005b). 

Such frameworks aim to help researchers explore ecosystems rather than to provide structured theoretical knowledge 

(Moll 2010). However, the social machine framework has the following distinguishing properties (Shadbolt et al. 2019): 

(1) It assumes that the system reinforces inputs due to the pervasiveness and effectiveness of technology; 

(2) Unlike networks in ANT, whose formation background has not been investigated, the studied ecosystem is the result 

of a design process (Latour 2005a). 

 

(3) The ecosystem has specific goals and features, which arise from the interactions between humans and technologies. 

The abovementioned systemic perspective and the roles of humans and technologies are what distinguish social machines 

from critical data studies and sociotechnical systems approaches. Both critical data studies and sociotechnical systems 

theories examine the necessary epistemological concepts and questions that must be answered to understand and shape 

the ethics, manifestation, and influence of technology in society (Iliadis and Russo 2016; Dalton, Taylor, and Thatcher 

2016; Selbst et al. 2019; Norman and Stappers 2015). In contrast, social machines do not theorize specific cases but 

provide an ecosystemic framework placing key participants in the interaction of technology and society and their 

interrelationships descriptively to help such approaches in their scope. This framework can be useful for scientists (from 

social sciences to engineering) to develop and evaluate narratives and conceptualization of sociotechnical phenomena 

(Papakyriakopoulos 2022a). 

Numerous phenomena have been studied through the lens of social machines so far. Crowdsourcing platforms, online 

social networks, smart cities, Internet of Things (IoT) applications, and web-based communities are only some of the 

cases analyzed by this paradigm, mainly for computer-scientific objectives (Ahlers et al. 2016; Shadbolt et al. 2019; 

Burégio, Meira, and Rosa 2013; Martin and Pease 2013). Nevertheless, the structured definition and analysis of social 

machines is not a trivial task, and since humans and technology adopt various roles, goals, and behaviors it is difficult for 

researchers to develop absolute classification schemes for ecosystems that are quite distinct from each other. To this end, 

researchers have suggested various frameworks and classifications for the evaluation of social machines. For example, 

Burégio et al. (2013) classify social machines based on the contribution of systems, their motivation, as well as who 

participates, and how (Burégio, Meira, and Rosa 2013). Similarly, De Roure et al. (2015) presented methods on what to 

observe in social machines and how and investigate the prominent similarities and differences of systems (De Roure et 

al. 2015; Smart, Simperl, and Shadbolt 2014). 

Despite existing ambiguity, this framework provides new opportunities when dealing with social ecosystems to make it 

possible to apply new scientific findings on complex systems to understand and normatively assess how social machines 

affect society. Researchers have developed theoretical foundations for evaluating the contribution of social machines to 

society (Palermos 2017) as well as the design principles for social machines from the perspectives of ordinary people and 

participatory movements (Papapanagiotou et al. 2018). However, a great number of social processes in social machines 

have not been extensively studied under this paradigm, a gap that this study aims to bridge 

. 

•  Examining society's action toward social machines 

   The study of society's action toward social machines includes the investigation of how people and communities interact 

and behave in these systems. How users interact with social machines, the dynamics and level of social contribution, 

the ability of a society to create an approach and make decisions, and social effects including the role of systems in 

social issues, shaping public opinion, facilitating social changes, and helping to disseminate information, issues such as 

privacy, security, fairness, transparency, and user empowerment and other significant aspects in community studies are 

of topics that can be examined in the interaction between humans, artificial intelligence, and social networks.  

Numerous phenomena have been studied through the lens of social machines so far. Crowdsourcing platforms, online 

social networks, smart cities, Internet of Things (IoT) applications, and web-based communities are only some of the 

cases analyzed by this paradigm, mainly for computer-scientific objectives (Ahlers et al. 2016; Shadbolt et al. 2019; 

Burégio, Meira, and Rosa 2013; Martin and Pease 2013). Nevertheless, the structured definition and analysis of social 

machines is not a trivial task, and since humans and technology adopt various roles, goals, and behaviors it is difficult for 

researchers to develop absolute classification schemes for ecosystems that are quite distinct from each other. To this end, 

researchers have suggested various frameworks and classifications for the evaluation of social machines. For example, 

Burégio et al. (2013) classify social machines based on the contribution of systems, their motivation, as well as who 
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participates, and how (Burégio, Meira, and Rosa 2013). Similarly, De Roure et al. (2015) presented methods on what to 

observe in social machines and how and investigate the prominent similarities and differences of systems (De Roure et 

al. 2015; Smart, Simperl, and Shadbolt 2014). 

Despite existing ambiguity, this framework provides new opportunities when dealing with social ecosystems to make it 

possible to apply new scientific findings on complex systems to understand and normatively assess how social machines 

affect society. Researchers have developed theoretical foundations for evaluating the contribution of social machines to 

society (Palermos 2017) as well as the design principles for social machines from the perspectives of ordinary people and 

participatory movements (Papapanagiotou et al. 2018). However, a great number of social processes in social machines 

have not been extensively studied under this paradigm, a gap that this study aims to bridge. 

Crowdsourcing platforms are an example of a phenomenon made possible by new technologies such as the Internet, 

smartphones, social media, artificial intelligence, and the Web. They connect people on a small scale to accomplish a 

small mission. The key here is collaboration and organization. Social changes occur not just by disseminating information 

or collecting donations through a network. A society (in any legal form) must be formed so that it can reproduce itself 

according to its goal, and the achievement of the goal needs information, motivations, and culture to be aligned. Social 

processes may become larger and new ones may be activated to solve problems, enhance reality, generate new value, and 

disrupt the existing function. 

 
Figure 1 – Increase of complexity in computation and social interaction 

 

Figure 1 shows the dimensions along which growth has taken place to enable social machines. First, the computational 

complexity (both in terms of software and hardware) and the amount of data increase, as shown along the vertical axis. 

These increases raise very difficult problems in terms of safety and data volume, from air traffic control to weather pattern 

modeling. The horizontal axis shows the increase in social complexity as technology allows dispersed communities to 

collaborate to solve problems and issues. More complex computational requirements and more complex social conditions 

allow for solving problems from a different perspective. This point is where both computation and social interaction are 

more complex than what current systems can support. However, social machines provide new solutions to manage 

complex and difficult problems. Social computing can make significant changes in problems in the fields of health, 

transportation, or security. For example, Uber, as a foreign case, or Snap and Tapsi, as domestic cases, are examples of 

solving problems in the field of transportation using social computing. 

Social machines are co-created by human participants and their technological components, so it is right to use the term 

co-creation here. Meanwhile, there is no line separating humans and technology, and it is not acceptable to envisage such 

a line from the social machine perspective. To better understand the issue (as mentioned in Figure 1), it should be noted 

that a precise idea of the social machine is born in conditions where there are increased data and increased complexity of 

computation, along with the increased social complexities. In fact, one can say that technology practically allows certain 

features of social complexities to emerge. 

Researchers have extensively studied social machines, unveiling the features and behaviors constituting these systems. 

However, most studies are case-specific. A set of studies have analyzed the behavior of social groups under the influence 

of algorithms to show the algorithmic influence on public thoughts and behaviors (Pariser 2011; Bakshy, Messing, and 

Adamic 2015; Barberá et al. 2015). Other studies have examined information dissemination and opinion formation (Yang 

2016; Faris et al. 2017; Stieglitz and Dang-Xuan 2013; Tufekci and Wilson 2012; Shahrezaye et al. 2019). Some studies 

have tried to understand the features of true or false information dissemination by non-real users in social machines such 
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as social media or search engines. (Del Vicario et al. 2016; Vosoughi, Roy, and Aral 2018; Ferrara et al. 2016; 

Papakyriakopoulos, Serrano, and Hegelich 2020). Given this, many researchers investigate how people in power use 

personalized advertisements to influence people's minds and whether they affect people's social actions and the electorate 

(Endres 2016; Kruikemeier, Sezgin, and Boerman 2016; Schipper and Woo 2018). 

The emergence of social computation has also led to the generation of additional data sources that can be used by decision-

makers. In addition to classical systems used in fields such as mechanical and electrical engineering and weather 

forecasting, new systems are being developed for various purposes such as vehicles, health care, economics, finance, 

employment, policing, and public administration with human computation, being of increasing importance. These systems 

use data-intensive algorithms and create inferences about individuals that were not possible before. Most researchers who 

develop these models are mainly interested in testing their efficiency and accuracy compared to other models and human 

factors. Other researchers focus on the ethical consequences of these methods: whether they are fair or discriminatory, 

how biases can be mitigated, and how these systems should be regulated (Buolamwini and Gebru 2018; Bolukbasi et al. 

2016; Barocas, Hardt, and Narayanan 2017; Dressel and Farid 2018; Erickson et al. 2017). Explaining and understanding 

algorithms is not only related to justice and ethics but also to accountability and transparency. Given that legal 

frameworks, algorithmic design, and algorithmic influence interact with each other, scientists try to pose the right 

questions to be answered. To this end, researchers analyze the interaction between data regulation, accountability, ethics, 

and the right to explanation (Wachter, Mittelstadt, and Russell 2017). Additionally, they seek to unveil further cases of 

algorithmic bias and to identify further challenges in algorithmic fairness to form regulations and systems that are in 

accordance with social imperatives (Mehrabi et al. 2021; Chouldechova and Roth 2018; Bird et al. 2019).  This enhances 

the importance of understanding social machines for making policies and determining communication policies. 

Although the features of social science in social machines have been analyzed by many researchers, the abovementioned 

shows that social processes are not only of high complexity but also appear in numerous parts of different social machines, 

indicating that there are many unknowns in social machines, which wait to be discovered and understood. The most 

integrated approach to this topic comes from the newly emerged field of machine behavior, which focuses on the study 

of intelligent machines as a class of actors with specific behavioral patterns and ecology. Accordingly, this field attempts 

to answer how the introduction of artificial intelligence algorithms influences society, and which social factors form the 

integration of algorithms in society and examines the set of human, social, and technological constituting social processes 

in socio-algorithmic ecosystems (Rahwan et al. 2019). 

 

• Social machine cybernetics 

        Cybernetics is multidisciplinary.  It is a concept originally proposed by Norbert Wiener in the 1940s. Wiener derived 

this word from the Greek word "cybernetike", which means to steer or to support. In a general sense, cybernetics is 

the study that interactively examines the relations between machines, humans, and living systems. 

Cybernetics tries to act as a control process and provide useful models and tools to analyze and improve systems. This 

discipline has been developed based on mathematical principles as well as philosophical and historical concepts. In 

cybernetics, systems communicate with their environments interactively and in a feedback manner and attempt to reach 

a desirable and targeted state by intervening and setting up their inputs. This approach can be applied to living systems 

such as animals and humans as well as artificial systems and machines. Cybernetics is used in various fields such as 

control engineering, artificial intelligence, robotics, neuroscience, and biological sciences. Considering the advancement 

of technology and network connections, cybernetics has become very important as a strategy for studying and optimizing 

complex systems in the modern world. 

  Systems theory and cybernetics are important as they provide models in which there is no need for the two components 

of agency and teleology to investigate complex behaviors. In the field of complex systems, researchers have been common 

in the following issue: How to describe complex physical, biological, human, and even social phenomena and behaviors 

abstractly and in the form of a system. What is important in systems theory is that behavior is the result of the system's 

activity, not an internal factor. If a system has some features or conditions, targeted behaviors will appear in it. Some of 

such systems have the feature of self-regulation, which are called cybernetic systems. Cybernetic systems refer to systems 

with the ability to receive, store, and process information to control themselves. One of the key components in cybernetic 

systems is the possibility of using information and feedback. By receiving feedback, the systems behave purposefully and 

obtain the ability to self-regulate. 

To discover social processes in social machines, there is a need for a framework providing an overview of how socio-

algorithmic ecosystems behave. Cybernetics is the most prominent scientific theory that deals with systems and their 

behavior. Cybernetics does not study systems only by looking at them as a set of inputs, outputs, and interacting 

components but, unlike other theories, wants to understand systems as they exist in a given environment, how their states 

change according to the environment, what systems' identity is, which constraints exist, what the processes of feedback, 

communication, and control leading to the transformation and self-organization of the system are (Wiener 1961; Ashby 

1957; Von Foerster 2007; Mead 1968; Rosenblueth, Wiener, and Bigelow 1943). 
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In cybernetics, communication is not limited to human or animal communication, which includes the explicit exchange 

of symbols and signs. Any kind of interaction or influence between elements, systems, or environment can be considered 

information that updates related entities about the differences taking place, resulting in a higher form of communication. 

Understanding the difference is of importance in cybernetics because it can discover operators and operants in the system, 

i.e. what changes what and how? Studying feedback loops enables the cyberneticist to discover the purpose of elements 

and systems, as well as their specific structure and intrinsic organization (Bateson 1972; Novikov 2016; Ruesch et al. 

2017; Ashby 1957; Rosenblueth, Wiener, and Bigelow 1943). 

Cybernetics, as a framework, has already been used to investigate the study of politics and the study of socio-technological 

processes. Karl Deutsch argued that cybernetics provides the vocabulary required for understanding political systems and 

power relations while being economically and empirically valid (McLuhan and Deutsch 1965). This is because politics 

can be considered processes coordinating system components. Similarly, Luhmann also argued the coordinating role of 

technology in society and stated that the function of media and technologies such as artificial intelligence can be set as 

communication vocabularies, leading to the creation of systems of heterogeneous components, albeit of different nature 

than that of culture (Luhmann 1999). Despite the successful application of cybernetics to the study of socio-technological 

ecosystems, there have been strong criticisms, one of the most prominent which was presented by Jonas (1953), who 

argued that cybernetics determines goals in objects such as technological artifacts or systems that do not necessarily exist. 

Similarly, cybernetics reduces social processes to mechanistic descriptions. According to Jonas, these transformations are 

not justified and lead to empty descriptions of systems only replicating the purposefulness and instrumentality assigned 

to them by the researcher (Papakyriakopoulos 2022b). 

In social machines, computability is not the exclusive right of machines. Moreover, sociability is not the exclusive right 

of humans. The cybernetic framework allows us to consider human behavior computable and technological participation 

sociable. For example, human behavior is anticipated in metadata that is turned into recommendation algorithms, deep 

learning models, or computer vision software. Similarly, the decision of a system decision to hire or fire a person replaces 

the human resources manager in the social network of a company. Given that all these interactions are anticipated in the 

forms of communication and control, they appear in a cybernetic domain disregarding their initial significance. What 

complements their regulations are design frameworks guiding people's behavior and use of technologies (Figure 1). The 

design framework includes values, infrastructure, accurate algorithms, interfaces, rules, and any other material or non-

material properties that form the behavior of system elements. For example, social media platform is typically designed 

based on companies' business models and in this design, interactions promote efficient advertisement placement rather 

than optimal interaction between users (Smart, Simperl, and Shadbolt 2014; Murray-Rust et al. 2018). 

 
Figure 2- Social machines are formed based on human behavior, technological implementations, and design frameworks 

The study of social machines from a holistic framework such as cybernetics becomes more important due to the nature of 

contemporary human algorithmic ecosystems. In the era of ubiquitous computing, people and computers are integrated 

into circular communication and control systems. People are permanently enhanced by algorithms integrated with most 

technological artifacts, including navigation tools, social network platforms, or search engines. This pervasive, persistent, 

invisible, and continuous existence of algorithmic applications creates limitations in every aspect of human life, distorts 
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people's decisional independence, and creates a network in which the roles of operator and operand are constantly 

exchanged between humans and algorithms (Murray-Rust et al. 2018). 

Social computing is a good example showing that technology is no longer a tool aiding humans, and humans have also 

become a tool aiding technology. The efficiency of data-intensive algorithms is mainly based on the quality of the input 

data, which should clearly reflect every aspect of social behavior in an accurate and unbiased way. Therefore, humans 

turn themselves into digital data and present all aspects of their lives to algorithms to optimize the function of the 

algorithms (Martin and Pease 2013). For example, in the electorate, the framework of metadata analysis, which is based 

on the generation of data-intensive models about voters and the extraction of information from them about the interests 

and behaviors of voters, is used to produce content and advertisements (Hersh 2015; Kreiss 2016). Thus, voters are 

transformed into data for algorithms, which then provide specific inferences to political actors, and then are transformed 

into actions influencing voters, producing a circular loop containing social and computational mechanisms, where the 

concepts of cause and effect cannot be easily separated. 

 

 
Figure 3 - Data-driven targeting cycle, with social and computational mechanisms processing and analysis 

 

What remains constant in such computational social science ecosystems is not the quantifiability of humans and 

algorithms, where computability and sociability are interchangeable, but system behaviors formed by communication 

processes, which depend on how humans and algorithms interact and how they influence each other. The participants of 

these systems, in time-space, create a dynamic network of interactions, extract information, and adapt their behavior, 

often generating fabrics of sociability that remain in the behavioral memory of the community. For example, online dating 

platforms depend on both the behavior of users and the data generated on that platform by them and its algorithm's ability 

to match people according to their attitudes. Similarly, deploying an algorithm for recidivism purposes is feasible if it can 

remember and retrieve people's general behavior based on the data it was trained on. 

 

• Analysis of social machines based on the cybernetic approach 

   Social machines refer to machines and systems interacting with humans and societies. Cybernetics, as a discipline, 

analyzes and enhances communications between humans and machines. Therefore, the relationship between cybernetics 

and social machines is such that cybernetics can help design and analyze social machines and apply cybernetic methods 

and principles to enhance the function and interaction of these machines. Social machines can include a variety of 

examples such as social robots, smart transportation systems, traffic management systems, group decision support 

systems, and online social systems. 

Social machines try to improve human interactions and increase cooperation and coordination between individuals. These 

machines usually include a communication technology platform (such as the Internet), artificial intelligence algorithms, 

sensing equipment, and user interfaces that can acquire and analyze information through their interaction with humans 

and populations. These machines can be used in various fields such as healthcare, urban management, education, learning, 

etc. Cybernetics and the use of its principles in the development of social machines can facilitate the improvement of the 

concept and design of these machines, including the investigation of interactions between humans and machines, feedback 

management, improvement of artificial intelligence algorithms, and the design of effective user interfaces. 
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Using the principles of cybernetics in the design and optimization of social machines can significantly improve the 

function and interaction of these machines. The following examines some approaches to using cybernetics principles in 

the design of social machines: 

 

1) Feedback and control: One of the basic principles of cybernetics is the use of positive and negative feedback. Feedback 

loops are necessary for cybernetic studies. Incorporating feedback mechanisms into machine design allows continuous 

regulation and adjustment of machine behavior based on intended results. Machines can adapt and adjust their actions to 

achieve optimal function by analyzing feedback signals. In the design of social machines, this principle can facilitate the 

enhancement of interactions and cooperation between humans and machines. Negative feedback can be used to regulate 

and balance interactions to help the system reach a desirable and stable state. Positive feedback can also facilitate 

encouraging and enhancing the function of human and machine colleagues. 

2) System Dynamics: Cybernetics emphasizes the understanding of the dynamics of complex systems. It is very important 

to pay attention to interactions and interdependencies between different components or subsystems in the design of 

machines. Designers can identify potential bottlenecks, enhance function, and ensure stability and flexibility by modeling 

and simulating system behavior. 

3) Adaptability and learning: The principles of cybernetics can be used to design machines to learn and adapt. Using 

machine learning algorithms and artificial intelligence techniques, machines can improve their function over time by 

adjusting their behavior based on data and experience. This adaptability enables machines to effectively adapt to changing 

conditions and user needs. 

4) Human-Machine Interaction: Cybernetics emphasizes the interaction between humans and machines. Designing 

machines using intuitive and user-friendly interfaces promotes integrated communication and collaboration between 

humans and machines. Understanding human behavior, cognitive processes, and ergonomic considerations can result in 

the design of machines that are more intuitive, responsive, and easier to use. 

5) Targeted design: Cybernetics emphasizes setting clear goals and objectives. In the design of machines, defining 

intended outcomes and incorporating goal-oriented behavior enable machines to work towards specific goals. Machines 

can permanently measure their progress, compare it to intended goals, and make the necessary adjustments to achieve 

optimal function. 

6) Flexibility and compatibility: Cybernetics recognizes the importance of adaptability and flexibility in systems. 

Designing machines with the ability to detect unexpected events or failures and respond to them can enhance their 

robustness. Incorporating additional components, fault-tolerant systems, and self-healing mechanisms enables machines 

to eliminate disruptions and continue to operate efficiently. 

By incorporating these cybernetics principles into the design and optimization processes, machines can be developed to 

operate more effectively, adapt to changing conditions, effectively interact with humans, and achieve intended goals. 

On the other hand, in social machines, people influence algorithms, and algorithms, in turn, influence human behavior. 

Therefore, any framework aiming to study society must have a clear definition of what is social and what is not. In fact, 

society is a whole unit whose dimensions cannot be easily detached. Therefore, in the following, it has been tried to design 

the dimensions of a social machine based on the cybernetic approach to social machines. 

Attention to the role of social machines in changing society's behavior, along with the literature on cybernetics, guides us 

to the point where this role can be assessed. In the study of social machines, influence acts as a meta-concept and includes 

processes institutionalized at the individual, social, and even political levels. Regardless of the form of influence and its 

appearance, the fact that the meta-concept involves different cases of power and influence, makes it possible to compare 

and understand complex patterns within ecosystems that might otherwise seem unrelated. 

Influence often emerges in the social domain when individuals want to meet their economic, physiological, or 

socialization needs. However, such processes always have a political aspect because how the influence changes the 

behavior of the audience of the organization impacts the values, hierarchies, and outcomes of a socio-algorithmic 

ecosystem. For example, the feeling a user interface color gives an individual can affect how they evaluate a message, 

leading to a chain of changes with possibly unanticipated effects. Therefore, any social interaction involving an influence 

process automatically has a potential social component. This component not only includes institutionalized macro policies 

and group behavior of people but also the attitudes and behaviors of people shaping the rights, obligations, possibilities, 

and boundaries of an individual or social group in society. 

Since this study aims to provide a framework aiding to understand all these cases of socio-algorithmic ecosystems, first, 

influence processes in social machines should be identified and their different aspects both in their design and in their 

integration into society should be examined. In a study on political machines, it was attempted to provide a framework 

for the study of politics in social machines. In this study, five levels of influence have been studied, including symbolic 

influence, political influence, algorithmic influence, design influence, and regulatory influence (Papakyriakopoulos 

2022a). 
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In the following, it is tried to present a framework for understanding social machines to connect influence processes that 

may seem unrelated to provide a tool to understand social phenomena shaped by humans and technology simply and 

efficiently. 

 
 

6) Conceptual framework for understanding social machines 

Modeling social systems using the principles of cybernetics can help to better understand behavior and interactions within 

social systems. Here, cybernetics research and model-based studies in social machines are reviewed to examine the 

following approaches in order to model social machines using the principles of cybernetics. 

1) Social machine structure modeling: In the modeling of social machines, the principle of cybernetics justifies the 

understanding of the machine structure. The structure and relationship between the members of the social machine can 

be identified and modeled using approaches such as artificial neural networks, agent-based modeling, or multi-agent 

systems. 

2) Simulation of behavior: Using the principles of cybernetics makes it possible to simulate complex behaviors in social 

machines. Simulation methods such as agent-based modeling, system dynamic modeling, or differential equation 

modeling can be used to predict and simulate changes in machine members based on the behavior and interactions between 

machine members. 

3) Dynamics and change: The principle of dynamics and change is important in cybernetics. The modeling of social 

machines should be able to adapt to the changes in population, environment, and goals. The models can change 

dynamically and take into account positive and negative feedback so that the machine achieves an optimal and stable 

state. 

4) Interactions and social behaviors: Modeling social machines according to the interactions and social behaviors between 

members can help to understand the function and complexity of the machine. By modeling concepts such as game theory, 

social networks, collective behavior, or group decision, social behaviors can be analyzed and predicted. 

Using the principles of cybernetics in modeling social machines can help us better understand the behavior and 

interactions within social systems and enhance them. Also, cybernetic modeling can be used to simulate and test different 

examples of social machines and facilitate the improvement of the function of social systems. 

 

• Analytical modeling of social machines 

     Cybernetic modeling is a process through which complex systems and processes are studied and analyzed using the 

principles of cybernetics. Modeling social machines based on the principles of cybernetics aims to understand, 

identify, and enhance the function of social machines. During the cybernetic modeling process, machines are modeled 

as a set of components and the communications between them. 

In this cybernetic modeling, the following steps are investigated. 

1) To identify and define the social machine: In this step, the studied machine is identified and defined. Components and 

communications between components are determined in the studied system. 

In the analysis of social machines, the most fundamental part is limited to the recognition of humans and has an identity 

and symbolic nature. A person uses symbols to understand, explain, or represent the world. Human language and thinking 
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consist of words that are nothing rather symbols formed by signifiers and signifieds (De Saussure 2011). These symbols 

bring the understanding of social conditions and meanings and inform the person and influence him/her. For example, the 

explicit inclusion of a text for opting into a platform's terms and conditions has the potential to change the user's decision 

to use that service. It also happens when users converse about different issues with produced text and discussions showing 

and reproducing the dominant attitudes and perceptions of social groups, conveying a message to the reader. 

Such recognition doesn't appear only in the language context. Non-verbalized information, in the form of stimuli such as 

seeing shapes or colors, can also influence people. Such information is stored in human memory as mental representations 

or information schemas, which are reactivated depending on the newly received information. Therefore, the appearance 

and structure of a user interface and the linked user experience can always influence the participants of social machines 

and change their behaviors. So, this recognition and definition of the social machine is a significant part of the influence 

of the machines. For example, the color of a platform's user interface can influence the amount of time a user spends with 

a service (Shneiderman et al. 2016) or how much and how he/she would interact with it (Benyon, Phil, and Turner 2010). 

Recognition of social machines is influenced by symbols, and symbolic influence encompasses such processes by 

focusing on the symbols' ability to shape reality and behavior. 

Since implicit or explicit symbols always appear in social machines, symbolic influence is the most subtle and penetrating 

type of influence on the recognition of social machines. It always exists but it is practically impossible to measure it 

precisely. However, in certain cases, researchers can investigate and understand its properties through appropriate 

experimental design (King, Churchill, and Tan 2017). 

2) To collect data: This stage is to collect data necessary for machine modeling. The data can include information on the 

behaviors, inputs, and outputs of the machine, and other variables related to the machine's function, which can be analyzed 

in the social machine algorithm. 

One of the most significant questions about social machines is how algorithms can influence people. The data are collected 

based on these algorithms and the machine operates based on the analysis of these big data. Algorithmic influence is an 

essential part of many social machines, as services and actors explicitly apply algorithms to automate processes and 

influence people and society. Algorithmic influence includes the processes induced by the mathematical structure, 

predictions, and inferences of an algorithm. Of course, under which criteria these features are implemented are strongly 

influenced by the goals, needs, and values of those in power. These decisions depend on the influences of the design, 

which will be analyzed later. 

Algorithmic influence occurs in society and covers every aspect of socialization using online-data-based computing 

technologies. From maps presented by routing software to online content suggestions, human behavior is continuously 

reshaped by algorithmic implementations, and valuable data are collected. For example, in social media, platform 

designers deploy algorithms to suggest personalized content to users, place targeted advertisements, and filter and review 

user-generated content. All three algorithmic implementations have the potential to change human behavior in different 

ways. 

By choosing the content that is intended to be visible for the user's news feed, an algorithm matches the user's behavior 

to his declared and non-declared interests (Just and Latzer 2017). The user's perception of the world will change according 

to the selected information, leading to algorithm-mediated subjective knowledge. Next, that knowledge is transformed 

into action, and users form their opinions about the world and actively behave according to them in the online and offline 

worlds. In this context, it has been largely hypothesized that algorithms can lead to filter-bubble phenomena (Pariser 

2011). Bubble filters are segregated opinion clusters formed by algorithms, where users are only in contact with 

conforming opinions, but not with opposing ones, a social setting that can easily lead to opinion polarization. In fact, 

these algorithms separate the user from real society by creating a bubble and will direct his behavior by filtering the 

information available to him. In such conditions generated by algorithms, information is collected that leads to behaviors 

leading society towards polarization when being used by the user based on the algorithm. Even if this content regulation 

does not lead to polarization, it always creates a bias, because the algorithmic reality depends on the structure of the 

algorithm and the related input data, leading to the emergence of data politics (Ruppert, Isin, and Bigo 2017), that 

addresses how algorithms operate (Seaver 2019), what biases they introduce (Lazer 2015; Bozdag 2013) and how they 

influence individuals and social groups (Taylor 2017; Beer 2017). Data politics are not limited to recommendation 

algorithms in social media but also include platform services for personalized advertisement in the form of micro-targeting 

(Kreiss 2016; Hersh 2015). These obscure algorithms offer advertisements to users according to demographic and 

behavioral criteria with the aim of effectively influencing user behavior. Micro-targeting is a state-of-the-art technique, 

and the business models of these platforms largely depend on convincing companies and political actors to rent these 

services for advertising. 

Another dimension of algorithmic influence on social media is related to content filtering algorithms. In addition to being 

analyzed, the collected data must be made available to the user in various ways. To this end, machines mainly use 

automated processes that scan uploaded images, videos, and texts and search for content that violates the platforms' terms 

and conditions. Therefore, the algorithms decide what is allowed to become part of the community's discourse and what 

should be restricted from the start. How freedom of speech is formed on platforms leads to the development of user 
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behavior according to applied policies. But, in the application of these policies, the key point is being aligned with the 

target community or not, which may lead to the non-use of that platform. This issue needs to be further addressed. 

Algorithm influence also exists in other types of social machines such as ADM algorithms. ADM systems are widely 

used for risk assessment and warning (Mosier and Skitka 2018), for automating and predicting tasks such as image 

recognition, speech understanding, medical consulting, and police services (Larus et al. 2018; Ensign et al. 2018; Dressel 

and Farid 2018). ADM systems lead to two-sided algorithmic influence. First, they influence the behavior of users who 

apply the models because they generate knowledge that is exploited in multiple decision-making processes, and the data 

required by the machine are collected. Second, if algorithms also make decisions about individuals and social groups, 

their decisions affect these groups as well. For example, a hiring algorithm not only influences the company by offering 

a candidate but also influences the candidates themselves, deciding who gets what job (Ajunwa et al. 2016). An algorithm 

recommending the type of treatment for patients to the doctor not only helps the doctor to make optimal decisions but 

also chooses whether patients should be operated on or not, how long their recovery period will be, etc. In such cases, 

epistemological concerns are raised about the predictive power, accuracy, and general adequacy of algorithms to provide 

reliable evidence for an algorithmic decision, meaning what behavior the collection of this volume of targeted data will 

lead to. Since algorithmic implementations are vague, they provide no adequate evidence for their inference, and 

sometimes, they provide no hard answers, and in other words, the application of algorithms in many fields remains 

questionable. 

3) To design the model: In this step, the system model is developed according to the collected data using the principles 

of cybernetics. This model can include mathematical equations, block diagrams, neural networks, or other modeling 

methods as needed. 

Examining the various influences of social machines depends on the structure and design of social machines, which are 

mainly achieved by the design of their components. Each component of a social machine takes its final shape according 

to the objectives of the designers and existing environmental constraints. This final form contributes to the equilibrium in 

a social machine. For example, the design principles of a social credit system affect citizens' behaviors in society, 

determine people's action space, and form their social goals. Similarly, a social media recommendation system suggests 

content to users in a way that aligns with the goals of the company's business model. 

Design constraints also greatly influence the formation of social machines. Hardware or software constraints can lead to 

discriminative predictions even if that is not part of the designers' intention. In medical predictions, the ability of a model 

to make good decisions depends on the available data, which may be scarce due to privacy issues and thus lead to the 

deployment of a model with lower predictive ability. 

In addition to the objectives of designers and environmental constraints, design ethics are another parameter strongly 

influencing the formation of social machines. A tech company's decision to collect data about users' interests, 

characteristics, demographic information, and behaviors, and exploit them to develop better algorithms, always depends 

on the owners' understanding of what is ethical. The fact that companies do not disclose how their systems work and 

maintain a high level of transparency in every aspect of model development and deployment is a design feature that 

prevents understanding of systems and determines accountability and transparency. Such design features prevent research 

from the interpretation of phenomena and good societal governance. 

Since many technological ecosystems are driven by financial incentives with unknown transformative effects on politics 

and society, issues such as the abovementioned raise questions about how to ideally design social machines that serve 

society. For example, although social communication mainly takes place on social media, these media are not public and 

do not always try to remain impartial (Engelmann, Grossklags, and Papakyriakopoulos 2018; Leskovec, Huttenlocher, 

and Kleinberg 2010). This is also true of ADM systems established by governments. Reasoning, justifying, and 

legitimizing an action based on a probability can be problematic, because a probability scientifically assesses a situation 

and does not deterministically lead to an inference. 

The above are just a few examples of how design values, creators' motivations, and environmental constraints can 

influence the formation of social machines. Analysis of any social machine can reveal the many design features based on 

which the interaction between participants is formed. Therefore, their accurate evaluation requires a detailed analysis. 

4) To test and analyze the model: A model can be tested with real data after being designed. Analyzing the results of the 

tests evaluates the function of the studied system. The results of the evaluation of the social machine function represent 

the influence expected to be generated on social behavior. 

The influence most obviously emerges in social machines when they are used as a tool to improve their status and increase 

their power based on changing the behavior of the subjects by those in power. What is analyzed and evaluated here as 

model analysis is the effect intended by the primary designers including different layers of those in power, which includes 

any social group, individual or institutionalized action that explicitly and consciously has the motivation to change. This 

includes cases existing in the political actions of participants in social machines actively seeking to change society and 

influencing existing hierarchical and power structures. 

This influence often appears in online social networks and ADM systems. Although most prominent social media 

platforms were not designed to promote in-depth content discussions, today they serve as central spaces for the exchange 
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of opinions and the creation of various discussions. Users use platforms to comment on political issues, publicize their 

ideologies, and form online groups to create their intended actions (Gustafsson 2012; Rainie et al. 2012). To better 

understand this influence, one can refer to the area of political activities. This wide space for political interactions creates 

hopes and promises for a more diverse and participatory political discourse. Social media platforms are considered a space 

for more independent political actions that can contribute to the dissemination of voices that are systematically suppressed 

by authoritarian regimes and power structures. These expectations were mainly created since social media can be a space 

for information, communication, mobilization, consultation, and diversity. 

All of the above constitute social media as very complex political media. Even the political processes explicitly taking 

place on them are in many forms, and various participants use the services for their specific purposes. In this context, 

many discussions have been formed to examine whether social media really contribute to the democratization of society 

or whether they have a negative political influence (Effing, Hillegersberg, and Huibers 2011; Zuckerman 2014; Gorham 

2020; Bennett 2012). Here, it is emphasized that the model testing and analysis are not limited to the technical and 

algorithmic functions, and evaluating the effectiveness of social machines is focused. 

5) To optimize and modify: If the function of the machine is not sufficient for the intended goals, its function can be 

enhanced by modifying the model and applying optimizations. Regulatory frameworks are of great importance for 

optimization and modification. 

Since social machines are embedded within a society, and since societal action is controlled by institutionalized processes, 

political and legal structures form the space in which social machines can operate. In algorithmic applications, the 

legislator decides how these systems should be established and how the interests of designers and the public can be 

protected. The issues related to data properties and privacy, algorithmic opacity, and discrimination of social groups are 

considered the main regulatory issues for algorithmic applications. 

Data properties and privacy are considered one of the main reasons for the limited use of algorithms. Considering the 

huge amount of generated data related to human behavior, they can be used for multiple purposes with no limitations. 

Data are generated, collected, processed, and combined, and new algorithms are born unstoppably for decision-making, 

leading to the posing of various questions about who owns this data, what kind of rights the data collector has, and whether 

data collection and processing violates people's privacy rights. To answer such questions, countries have developed and 

adopted different regulatory frameworks that define what is allowed and what is not. 

Algorithmic opacity is one of the main rights of designers in algorithmic implementation that are supported by the law in 

not disclosing the inputs, structures, and outputs of models. This is because a developed model can provide its owner with 

better market opportunities, therefore, its features can be remained uncovered in commercial competition. However, 

algorithmic opacity prevents the auditing and understanding of such systems, especially when it comes to the effects of 

an algorithm violating the law. 

Discrimination and freedom of speech are legal frameworks that interfere with discriminative social machinery in two 

ways. First, as discussed earlier, algorithmic implementation may lead to discriminatory decisions against individuals and 

social groups. Especially for ADM applications, it proves practically that such events can happen repeatedly, raising 

questions about the extent to which existing laws regarding protected social groups and individual rights and freedoms 

are violated. Second, in social media and other online platforms, algorithms are deployed to filter content. This happens 

for two reasons: First, platforms remove content containing harmful and discriminative speech or violating the laws. 

Second, platforms want to protect the function of their services, thereby removing content not complying with their 

imperatives. In the process, the following questions should be answered accurately: when does a given content violate the 

law, how is individual freedom of speech defined and where does society set its limits, who is legally responsible for the 

content wrongly unfiltered, and how free companies should be in choosing what to filter or not considering their financial 

incentives. 

Generally, algorithmic implementations in social machines remain largely unregulated. Considering this, many 

discussions have been formed about algorithms and their definition, how their current and ideal functions can prevent 

biases inserted by algorithmic applications, and who should be countable in cases of possible misconduct. Therefore, 

regulation emerges as one of the most important categories of influence because it has the potential to change the nature 

of social machines. 

The regulatory frameworks used for optimizing and modifying social machines emphasize the frameworks that can 

influence social behavior rather than the technical engineering principles of social machines. 

Cybernetic modeling is used in various fields of social sciences. Using this approach enables us to investigate the 

improvement and optimization of the function of complex systems at different scales. 

 

• Research achievements – A conceptual framework for analyzing social machines 

      The influence categories in social machines can be considered neither static nor independent variables. They 

constantly interact, dynamically change the states of systems, and form how individuals and society behave. Each 

form of influence in modeling social machines not only modifies social machines but also has its specific space that 

is influenced by other parts of the model. In the following, two case studies are presented focusing on the importance 
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of social machines and examining how the processes of different categories influence each other to show how this 

framework can reduce social complexity in social machines, help understand explicit and implicit systemic changes, 

and guide researchers, policymakers, and designers in examining how interventions can form ecosystems. This is done 

by applying diagrams as a means for connecting influence processes of different natures and using tables to relate 

events in a cybernetics framework. To increase accuracy and precision in the analysis and understanding of social 

machines, the two studies presented in the article entitled "Political Machines: A Framework for Studying Politics in 

Social Machines" are re-examined to show the difference between the models (Papakyriakopoulos 2022a). 

 

• Study 1 - Reducing exposure to alt-right content 

       As an example of how certain changes in social machines can influence multiple components directly and indirectly, 

one can refer to YouTube's decision to reduce users' access to alt-right political content in 2019 (Ribeiro et al. 2020). 

This decision was partly made based on scientific evidence showing strong radicalization patterns on the platform, 

and users gradually shifted from consuming alt-right moderate content to far-right ideological content. This decision 

on content management was related to the design values of the platform, but it was operationalized by removing 

certain content from the platform's recommendation algorithms. This algorithmic change actually changed user 

behavior, reducing the popularity of such content. However, the researchers showed another indirect impact of this 

decision. The change in algorithm function not only influenced YouTube, but a similar decreased consumption of 

such content was observed on Twitter and Reddit (Buntain et al. 2021). This indicates that making changes in political 

communication on a platform can affect users' behavior on other social media platforms. In this study, the change in 

the social machine started from the "model design". Figure 4 shows the interconnectedness of influence processes in 

the YouTube social machine model based on the study of cybernetics, in which the whole social media ecosystem is 

considered a social machine. This model shows a cascade of influence processes in the model where changes in design 

values lead to multiple feedback loops from a cybernetic perspective, meaning that the outputs of systemic processes 

recursively transform into inputs and have further effects. Finally, an equilibrium was reached in the system with less 

consumption of alt-right content on three different platforms. 

 

This change in the consumption pattern first shows itself in the model design, and this model influences the data collection 

algorithm. Based on the recognition and identity of the social machine studied, the influence appears in the optimization 

and modification layer. The ultimate goal was originally to defeat the alt-right part, which was targeted by consuming 

less alt-right content in the design and data collection algorithm. Here, it should be emphasized that data collection refers 

to the collection of everything that can provide us with a correct understanding of the user's behavior. 

 

 
Figure 4. Analysis of YouTube's decision to reduce users' access to alt-right political content 
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Table 1. Analysis of YouTube's decision to reduce users' access to alt-right political content 

 

• Study 2- Data-driven political microtargeting, Facebook and the GDPR 

Data-driven political microtargeting, as a campaign strategy, uses ADM systems to make inferences about voters and 

targets this with personalized advertising (Hersh 2015). This campaign method made the platforms adapt their advertising 

targeting systems to attract customers. For example, Facebook offers options to target people based on their inferred 

political preferences, a feature whose algorithm is used to decide who will see political content and who will not. However, 

this option is only available in the US since the specific regulatory framework of this country allows it. In contrast, such 

a platform service is not feasible in Europe, because the European General Data Protection Regulation (GDPR) clearly 

defines the limits and possibilities of using data for political purposes. Figure 5 analyzes the above processes using the 

framework of social machines from a cybernetics perspective. This figure indicates that political campaigns influence 

Facebook's design, which, in turn, adapts its algorithmic structure and changes who will be targeted. In addition, political 

campaigns are also adapting their political behavior because they use Facebook advertising services to reach voters. Thus, 

regulatory frameworks act as systemic constraints because they define the feasible space for how political advertising can 

be placed for each country. From a cybernetic perspective, the above interactions reach an equilibrium where political 

campaigns in the United States and Europe can use Facebook advertising services in different ways. 

 

 
Figure5. Analysis of data-driven political microtargeting from the perspective of Facebook 
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Targeting Modeling process 
Action in the 

modeling process 

The expected  

output of the 

action 

Cybernetic impact 

To launch the 

campaign  

Optimization and 

modification 

Introduction of the 

GDPR 
 

Adaptation of 

platform business 

model 

Model analysis 
 

Change of the 

model design 

Constraints  
 

Feedback  loop 

 

Adaptation of 

platform business 

model 

Change of the model 

design 

Change of targeting 

algorithm 

Change of 

algorithm 
Feedback  loop 

 

Change of targeting 

algorithm 
Algorithmic influence 

Use of algorithms by 

political actors to 

target voters  

Optimization 

and 

modification 

Feedback  loop 

Table 2. Analysis of data-driven political microtargeting from the Facebook perspective 

 

• Study 3- The behavioral influence of Filimo on the media consumption pattern 

   One of the considerable social machines in today's world is the home cinema platform, which created a new space for 

its users with the outbreak of Coronavirus. This change of interest in user action-based cultural micro-targeting is a 

matter whose influence emerges in behavioral actions. The emergence of this behavioral action has been increasingly 

observed in users' interest in TV series more than their interest in movies in recent years, and in home-show broadcasting 

platforms, this strategy has changed the media consumption pattern, which has also been more effective by creating side 

campaigns. This campaign method caused platforms to adapt their advertising targeting systems to attract users. For 

example, in the report of the Filimo platform in 2020, the monthly internet consumption was above 36 million gigabytes. 

The same statistic was 42 million minutes per episode for the TV series "Aghazadeh" and 105 million minutes for the 

film "The Singer". Filimo created an option for targeting people based on their favorites. This feature of the algorithm 

was created to decide who can see what. Figure 6 analyzes the above processes using the cybernetic analysis framework 

of social machines. This diagram shows that the production of TV series influences the design of Filimo, causing it to 

adapt its algorithmic structure accordingly. Now, if the big data of cyberspace, in addition to the user action on the 

Filimo platform, is incorporated into the decision-making model of the Filimo platform, those who are targeted will 

change. From the cybernetic perspective, the above interactions reach an equilibrium in which the media production 

pattern in Iran can change the media consumption pattern and use the platform of these services in different ways. 

 

 
Figure 6. Analyzing the behavioral influence of Filimo on the media consumption pattern 
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Targeting Modeling process 
Action in the 

modeling process 

The expected  output of 

the action 

Cybernetic 

impact 

Welcoming foreign 

TV series 

Change of model 

definition 

Production of 

continuous TV series 

Change of the model 

design 

Feedback 

loop 

 

Production of 

continuous TV series 

Change of the model 

design 

Change of targeting 

algorithm 
Change of algorithms 

Feedback 

loop 

Change of targeting 

algorithm 
Change of algorithms 

Using algorithms to 

target those 

interested in series 

Model analysis 
Feedback 

loop 

Table 3. Analysis of the Filimo platform 

 

• Knowledge extraction and framework potential 

     The above examples show how modeling processes are in social machines. This framework serves as a tool to evaluate 

such interactions in a more structured way. Processes can be classified based on modeling processes, and their effects 

can be connected to other categories, reducing the complexity of systems and tracing direct and indirect relationships. 

In a study on social machines from the perspective of political studies, it was attempted to define concepts based on 

power, and all categories were defined in relation to the phenomenon of influence and power-finding. So, in the first 

two case studies, it was tried to indicate how people's thoughts and behavior can be used for the benefit of political 

powers (Papakyriakopoulos 2022a). But the present research addresses the category of social empowerment and 

socialization and indicates that this level of entering social data at different levels causes us to experience new concepts 

in the field of social science studies that cannot be interpreted only in the discussion of political power. For example, 

the three case studies investigated indicate that how algorithms influence users on social platforms depends on the 

design decisions of platform owners and changes in model design. Such evidence can be used as an argument to 

support accountability claims related to unfair and problematic algorithmic inferences. Of course, it is necessary to 

complement any knowledge extracted using more scientific theories that can transform the evidence into structured 

arguments. 

 

The social machine framework may be used not only to evaluate the complex influence processes in social machines but 

also for the purposes of social machine design and policy making. By intervening in a system, and keeping everything 

equal, scientists can discover how a single change in a social machine influences multiple processes, leading to influence 

evaluation and quantification. Scientists can evaluate how a new social machine feature might affect political behavior, 

or how a new regulation causes changes in the structure of a social machine. This is greatly important in an era where 

socio-algorithmic ecosystems are largely unregulated. Designers maintain a high degree of transparency around their 

systems, which translates into a lower degree of accountability. The same can be seen exactly in the platforms discussed 

today under the title of transparency, and the reasons for their success or failure should be examined with the social 

machine approach. Social machines, as a framework, can support researchers in answering questions such as the above 

and unveiling and understanding countless influence processes in ecosystems. 

 

• Implications, limitations, and future work 

  The presented framework successfully answers the first research question: by adopting a systemic perspective, it 

provides a way to analyze and classify influence processes in social machines. In this way, it bridges an important 

scientific gap, because no significant effort has been made to analyze influence processes in socio-algorithmic 

ecosystems. This was achieved in this framework by examining the interplay of influence processes in social machines 

that are not usually analyzed or thought to belong together. The framework does this by separating humans and 

technology from their materiality and focusing on what each does, which was carried out by modeling based on 

cybernetics research. 

 

This study also answers the second research question: this framework provides a structure that can guide researchers in 

understanding, designing, and intervening in socio-algorithmic ecosystems. Using case studies, it was shown that the 

framework can successfully evaluate the influence processes occurring, even in cases where the systems are highly 

complex and a change can have unpredictable effects. The analyzed case studies explain how inputs change the equilibria 

of social machines and can be used as a tool to complement scientific theories in knowledge extraction. Moreover, since 

socio-algorithmic ecosystems constantly experience important ethical and policy challenges, this framework can be used 

to semantically plan how potential interventions, both in regulations and in the social machine itself, might alter the 

dynamics of the systems.  

Since this framework is used for the conceptual understanding of politics in socio-algorithmic ecosystems, it also faces 

specific limitations. First, there is a need for a systemic analysis of existing social machines and their internal social 
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processes to trace regularities of influence. In this way, specific events can be connected to each set of modeling processes, 

creating additional and comprehensible knowledge about the nature of society for each type of social machine. Second, 

although this study used the framework to understand past interactions in social machines, it is required to carry out 

further empirical work, that uses the framework in ongoing interventions, to verify its capability to anticipate and guide 

researchers, policymakers, and platform designers in their work.  

Despite the above limitations, even in the short examples abovementioned, additional knowledge on social processes was 

generated in socio-algorithmic ecosystems. In most cases of social machines, there is a social equilibrium in which 

platform owners and algorithmic designers have the most control over the function of the systems. This systemic feature 

initiates a discussion of how social machines should be and how they should be designed. Nowadays, most algorithmic 

implementations are part of the economic approach, states have marginal control over them, and legislators face serious 

challenges. Furthermore, individuals and social groups are the most passive participants in the system, meaning that they 

usually either take the role of consumers or are assumed to be datafied artifacts. From a normative perspective, society 

needs to think about the meaning of these roles and reimagine the future of socio-algorithmic ecosystems. 

Focusing on the public interests and the idea that technology should serve individuals and society in a way that ensures 

equality, justice, freedom, and social inclusiveness, the study of social machines should be expanded. Researchers must 

not only describe how social machines work but also define the principles, frameworks, and constraints that can generate 

social-algorithmic ecosystems that serve the public interest. Designing social machines prevails as a necessity in a setting 

where technological and algorithmic implementations influence society in unexpected ways, transforming the essence of 

society. By defining social machines and introducing a framework for analyzing society in socio-algorithmic ecosystems, 

this study took a first step in this direction and there is a wide space for addressing and investigating this issue from 

different dimensions by researchers. It is an endless space for scientific research to generate and use new knowledge to 

create social machines, used by society and for society. 
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