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Abstract 

 

Edge computing and cloud computing are two popular computing paradigms that have distinct application scenarios and 

are often regarded as mutually exclusive. However, they have their own advantages and are often used together to support 

innovative applications like intelligent transportation, smart homes, and video analytics in smart cities. As edge nodes 

operate remotely with limited computing resources, different from cloud computing, applying AI to distributed 

environments facilitates real-time processing and the exchange of information. In addition, the way that unifies edge and 

cloud computing makes it preferable for engineering robot teams. 

 

In this paper, we propose a cloud-edge computing migration framework for merging AI at the edge with the real-time 

processing power of the cloud, a different distributed AI framework, necessary components and algorithms, and the 

primary drivers of the aforementioned solution from a systematic point of view. At the same time, we collect the latest 

progress and clarify why the mentioned environment has a huge impact on applications such as collaborative robotics and 

self-driving vehicles. Cloud computing is at the other end of the continuum from edge computing, operating through the 

web with its resources, applications, and services. Depending on general-purpose processing, highly available services 

can be activated in seconds with the load of a button. 

Keywords: Edge Computing,Cloud Computing,Distributed AI,Real-Time Processing,AI Framework,Edge-Cloud 

Integration,Distributed Systems,Latency Reduction,Data Processing,IoT and AI,Decentralized AI,Edge Intelligence, 

Cloud-Edge Convergence, Scalable AI,Autonomous Systems. 

 

1. Introduction  

 

The global transition to the Internet of Things (IoT) has resulted in a significant transformation in computer science. 

Embedded systems now have capabilities that can only be found in sophisticated deskwork systems, such as servers and 

data centers. The rise of edge computing has been the outcome of this trend. Edge computing, which is closely associated 

with the pre-existing cloud computing paradigm, allows for a new way of complimenting the infrastructure established 

by the cloud computing paradigm with limited processing power or data storage capability. This framework may increase 

the efficiency of distributed AI running at the edge. 

 

Real-time procedures have long lived at the heart of several systems that are crucial to our culture. However, as the world 

becomes more interconnected with cyber-physical systems that are significantly larger, the demand for increasingly higher 

compromises is obvious.  

 

The incorporation of real-time processing capabilities into technology has been possible thanks to the advancement of 

both processors and their respective operating systems. This technology can be found across a wide range of sectors, 

including defense, communication, transportation, and the military. To answer the identified questions, each aspect of 

this paper is divided into a number of sections. Section 2 examines the related works from the literature, evaluating 

available designs and comparing them in an analytical way. 
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Fig 1: Transmission of data with edge computing 

 

1.1. Background and Motivation 

From its roots in centralized mainframes, computing systems steadily grew in capability to deliver low-cost and large-

scale remote servers and systems now termed the cloud. In render farms and HPC clusters, these systems had significant 

computational power, but they were isolated systems that could not share capacity and did not provide a platform for 

general computation and application execution. Around the turn of the millennium, advances in technology led to these 

siloed systems being replaced by shared cloud computing platforms built on microservers, virtualization, and commodity 

open-source software stacks. Over the years to follow, other mainframe and HPC clusters started operating on a model of 

pooled resources, consumed in quantities to match the needs of specific enterprise and compute workloads. In recent 

years, a spectrum of real-time, sensory, IoT applications represents the convergence of computing and networking with 

physical-world phenomena. On the supply side, this is forecasted to drive unmitigated growth in data production. In 

industry, there are clear cases for low-latency ambient AI inference at the edge and many cases for data fusion and real-

time alerting when there is a local, high-fidelity, and higher-temporal-bandwidth understanding of the phenomena. 

Therefore, today's cloud providers stand to gain from enabling a unified front at the boundary of cyber and physical worlds 

with more continuity, parallelism, and immediacy between remote and highly distributed resources through a common 

distributed systems and logic stack. This merger will also provide corporations across the edge-cloud continuum with far-

reaching new means to exploit their end-to-end data assets with on-cloud analytics, deeply learned AI, and other real-

time intervention technologies that operate across front-end edge outcomes and back-end cloud-level strategic and 

governance capabilities. Having matured this argument, edge, and cloud providers are now charged with developing and 

proliferating unified curves to this end, while effectively minimizing the unified edge-cloud processing steps needed to 

traverse between the cyber and physical worlds for optimal processing and response. Overall, this necessitates tight 

integration of edge and cloud capabilities, in particular, edge-based real-time analytics and cloud-based machine learning. 

 

1.2. Research Objectives 

This work represents an investigation into offloading computations, learning models, and data between edge and cloud 

environments, and how to integrate intelligence processing. To understand the needs and challenges faced by the two 

borders in their offloading decisions, we not only discuss traditional offloading aspects such as placement optimization 

strategies. We also focus on advances, in terms of both intelligence processing initiatives that look at embedding 

adaptations for offloading decisions, and data consistency issues, which have not been discussed from the perspective of 

the potential unification in a future smart distributed environment. Both offloading challenges underline the isolation and 

fragmentation caused by the decoupling of intelligence processing paradigms, which motivated the identification of 

synergistic opportunities between the two edges while considering the satisfaction of real-time processing requirements. 

In anticipation of any future offloading activities between the border edges, we discuss a large number of benefits in 

parallel across the infrastructure, including privacy, security, network capacity, and service quality. 

Research Objectives: This study seeks to make significant contributions to the state of the art and knowledge on unifying 

the edge and cloud environments. Our corresponding research objectives include the following: 1) To justify the need for 

edge-cloud complementation using use case studies in the field of vehicular fog computing; 2) To develop a two-level 

decentralized deep reinforcement learning framework for decision-making in opportunistic service task offloading of 

vehicles in vehicular fog computing scenarios by combining several learning models; 3) To provide implementation and 

analysis of an adaptive offloading model in a simulated vehicular fog environment and conduct a sensitivity analysis for 
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performance evaluations; and 4) To experimentally validate the adaptability of the decision-making offloading model in 

two-vehicle driving scenarios. 

 

1.3. Structure of the Paper 

In the next section of our paper, we will first discuss some fundamental concepts that are closely associated with edge 

and cloud computing. Here, we focus on some key concepts that are essential to understanding edge computing, as well 

as their relevance in the present time. We will discuss how edge computing is an evolution of cloud computing. Further, 

we will offer a classification of edge computing, followed by a discussion on why we need to harness edge computing. 

We will then look at the necessary components that an edge computing system has to consist of. The third section will 

elucidate the essence of cloud computing, as well as its relation to the edge computing paradigm. We will offer a small 

conclusion at the end of this section. 

In section four, we provide an overview of the integration of edge computing and AI. This section will serve as a useful 

foundation for understanding the more advanced material that follows. In the context of integration, we will first discuss 

the characteristics of AI. We will look at some of its basic definitions, circling back to discuss machine learning as a 

subset of AI. Here, we will present a discussion of distributed learning as the integration between AI and edge and cloud 

computing. Further, we will take a detailed look at the AI-driven data processing continuum for distributed AI. Section 5 

will formalize the primary contributions of the paper. Further, we will go on to demonstrate a new methodology for real-

time AI processing using an edge/cloud computing paradigm. This section will pave the way for discussion on future 

works that seek to undertake experimental validation with parameters that are grounded on real systems. The last section 

will reveal our conclusions. It will demonstrate how we can unify edge and cloud computing in the aforementioned 

manner and show the potential benefit of employing the described distributed learning in the proposed paradigm. 

 

Equ 1: Real-Time Data Stream Processing 

 
 

2. Fundamentals of Edge and Cloud Computing 

 

Edge computing is a new paradigm-shifting cloud service towards the network edge. Its application domain includes 

contiguous devices and gateways responsible for data ingestion, preprocessing, and storage. Cloud computing, on the 

other hand, is based on a centralized infrastructure that provides services over the network. Cloud computing principles 

are high computation, storage, and high-speed networking facilities, and they are also far from the location of IoT 

functional devices. Edge computing characteristics include real-time data processing and leveraging geographical co-

location of the service consumer and data generator. From the IoT and infrastructure perspective, the edge focuses on 

hierarchical infrastructure and applications to utilize edge-level support and cloud-based services. In a nutshell, edge 

computing provides for a single location or subset of locations, with real-time, deterministic, and low-latency computing, 

storage, and communication network services to provide intelligence and insights. 

Essential differences between the cloud computing paradigm and its underlying mechanism for data access and analysis 

and edge computing expand the offline to low-latency real-time processing and feedback applications. This has led to 

differences in the design of the architecture itself. While cloud architecture is a centralized infrastructure where large-

scale data centers are situated at far-off locations and provide minimal delay in information exchange, the essence of 

moving these large data centers closer to the edge of the network is called Edge Architecture. The emerging edge 

computing paradigm promises lower latency, scalability, agility, and geographical distribution but increases data 

saturation and security risks. The centralized application of cloud infrastructure makes edge computing an ideal partner 

for real-time analytics and machine learning applications. Although there are several benefits on the edge side, there are 

still challenges for edge-computing-based AI applications like security, resource management, programming models, and 

edge application architecture. These challenges provide cloud computing the opportunity to be a partner in the edge 

computing ecosystem. The AI model training and deployment at the edge site enhance machine learning capabilities, but 

many applications are running on the cloud due to large-scale data infrastructure. 
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Fig 2: Fundamentals of Edge and Cloud Computing 

 

2.1. Definition and Key Concepts 

A core goal of distributed systems has been the ideal of incorporating information technology seamlessly into our lives. 

When we ask what terms like edge or cloud computing entail, we are approaching the definitions from a perspective that 

is based on the technology system, rather than the life systems we want to improve. As computers shrink in size and 

increase in power, we move applications and services from data centers into buildings, rooms, or even pockets. The terms 

edge and cloud computing refer to different approaches facilitating computing as close as possible to the final recipients 

of services, be these human beings or other machines. Technology is geared to fill gaps in our engagement with the web, 

spinning a faster, more convincing experience, and engrossing us in the result. 

Edge computing, for the most advanced views of real progress in the distributed computing ecosystem, describes a place 

or a level of abstraction. These can be computational devices, networks, or virtual systems, such as containers, function 

as service environments, and the like. Edge gateway is a more specific term, describing systems referred to as 'edge' that 

act equally as a bridge between the edge alarming subspace and the cloud. This can be done by pre-processing data that 

is then sent to the cloud, for example, by browsing analytics on telemetry data, in order to reduce the volume of telemetries 

that are finally reported to the cloud. Edge devices are even more specific and specialize in data acquisition, connectivity, 

and rudimentary local processing and local alarming. These are to operate at the very edge of the infrastructure, including 

field devices or controllers, embedded devices, modules, and IoT hardware. These include Programmable Logic 

Controllers, Remote Telemetry Units, or wireless termini, depending on the remote interconnectivity mode. 

 

2.2. Architectural Differences 

Edge computing shares several conceptual similarities with centralized cloud computing but exhibits many valuable 

properties additionally. At an architectural level, cloud computing follows a centralized approach, while edge computing 

adopts a decentralized design. The former inherently employs a layered design so that different computation and storage 

layers exist, from the lowest to the highest layer. This is the essential reason why the amount of data generated and 

maintained is significant. Such a centralized design of cloud computing has multiple unique characteristics. One is that 

the placement of generated, processed, and stored data is on the cloud with high capability. The other is that the cloud is 

placed a large distance from the user. Since a large number of IoT devices and application users can generate a large 

amount of data, and because the cloud is placed at distances from the source, transmitting data over networks can degrade 

performance. 

As such, network-based applications rely heavily on the upload and download of data between IoT devices, application 

users, and the cloud. Storing and processing a large amount of data on the cloud results in the consumption of huge 

amounts of network resources and energy. To address these limitations and attain advantages, the edge of the network 

has been used to manage and process data, which tends to be generated, received, and updated by users, wireless radio 

communication rigs, and devices in somewhat near proximity to users. In cloud computing, the location of the processing 

and data storage devices has significant importance. Interestingly, the location of data and processing sites is arbitrarily 

chosen in cloud computing, while in edge computing, the site is not arbitrarily chosen. In edge computing, data processing, 

and storage sites are positioned in a limited geographic area, i.e., closer to the user’s point of interest. This is another 

significant aspect that distinguishes edge computing from cloud computing and has real-world implications. These 

architectural differences result in trade-offs in several areas, such as in performance, scalability, and resource utilization. 

In simple terms, the closeness of data processing to the data source and distance from centralized resources, or vice versa, 

affects the efficiency, cost, and architectural properties of the respective system. It also influences how applications are 

deployed in each architectural model. 
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2.3. Benefits and Challenges 

Edge complementing and enhancing the cloud approach. Edge computing simplifies the data workflow and pushes 

computations done in the cloud closer to the source. Only a small percentage of the collected data can be of immediate 

value. Analyzing data locally provides faster response times, reduces latency, saves mobile bandwidth, and offers a better 

user experience by taking computational assets closer to where they are needed. This hybrid approach, where the two 

paradigms work complementarity, is known as edge computing. These optimization properties have clear advantages that 

make it a useful approach in various industry applications such as smart meters, grid protection, grid optimization, user 

appliance optimization, electric vehicles, power utility from production to consumption, e-health, smart manufacturing, 

or seismology. 

Partnering this with the cloud gives the capability to manage the more localized distributed resources globally and perform 

computationally intensive operations. It eliminates the challenges in computing such as processing power, data storage, 

and software maintenance, and reduces network bandwidth. Each paradigm, the cloud or the edge, introduces its own 

benefits of deploying, managing, and utilizing resources. However, both paradigms also face similar challenges compared 

to the benefits they provide. In the cloud, these challenges could again be attributed to the size of the cloud platforms, and 

a lot of investment is poured in to alleviating the issues of security, data privacy, governance, and instilling customer 

trust, adoption, and interoperability. In edge computing, issues of equipment identification and authentication, equipment 

interoperability, collaboration among edge centers alongside load sharing, resource pooling, and related edge data centers 

across the enterprise, application, and service-specific resource allocation, maintenance of standard data center SLAs, and 

issues of catering for intermittent long-term health monitoring, as well as emergencies, applying and enforcing an 

acceptable use policy for multiple data-use scenarios with so-called shadow copies of its data. Edge computing calls for 

collaboration between edge and cloud in alleviating the lack of bandwidth between edge centers by using cloud resources 

and also exploring whether it is possible to somehow push some of the edge functionality and operations to the cloud. 

 

 
Fig :  A Review and New Perspectives 

 

3. Distributed AI and Real-Time Processing 

 

We focus on three main directions in the current context of computing and AI systems, namely, (1) distributed AI, (2) 

real-time processing, and (3) relevant challenges of edge and cloud computing, especially those that bear the highest 

importance in designing appropriate frameworks for AI systems. The popularity of AI and machine learning in both 

industries and research communities has grown by leaps and bounds in recent years. Such AI-driven data processing 

needs to be carried out at two levels: on the one hand are edge devices, such as IoT devices, and on the other hand are 

cloud environments. This is already quite clear for today's applications because they produce much more data than those 

that can be handled by meshes of IoT devices alone. The amount of data produced depends on the use case and therefore 

introduces variation. This calls for systems that can handle both small-scale edges and cloud environments. 

In many use cases, not all of this data needs to be sent to the cloud and can therefore be filtered, ranked, or handled locally 

and sometimes in a semi-distributed manner, meaning that some pre-processing might be needed before data can be 

aggregated between edges. Such systems often employ real-time analytics and handling of incoming streams of data. 

Real-time processing should be understood in this paper in both a strict sense, where any interaction with a computing 
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system happens in a rather well-defined amount of time, and a less restrictive sense of applications that have short-term 

reaction times. This includes but is not limited to, designing infrastructure-independent processing algorithms. When 

scaling is done through edge infrastructure rather than the specific deployment infrastructure, there are some new and 

profound implications for the way we deploy such systems. Chiefly, systems should be designed to disentangle learning 

from deployment specifications, which suits the general use of edge and cloud computing. 

 

 
Fig 3: AI and Real-Time Processing 

 

3.1. Overview of AI at the Edge and in the Cloud 

AI at the edge level, also referred to as Edge AI, and at the cloud level, often termed Cloud AI, operate in different, yet 

sometimes interconnected, ways. The computational capabilities in both of these paradigms are significantly different and 

exist for different functionalities and operational advantages over one another. This has long been a motivation for 

researchers and practitioners to utilize AI at the edge owing to its ability to make real-time decisions based solely on local 

data and context. In contrast, Cloud AI operates by gathering large amounts of data from various sources and enforces 

multiple ML/DL models for obtaining in-depth data analysis. 

In contrast to edge devices, which cater to relatively simpler data processing tasks in real-time, cloud-level AI utilizes 

broader and denser datasets to provide enriched services to the end users. Additionally, services based on edge and cloud 

AI are usually interdependent—both have their own degree of AI operations, which can differ from task to task. 

Consequently, future AI applications will likely see the implementation of both Edge and Cloud AI paradigms, which 

will function in unison to achieve collective objectives. This interdependence indicates the significance of context-aware 

computing in AI systems for achieving optimal user experience. In addition, integrating AI functionalities available at the 

edge and cloud AI levels will afford largely dependent systems that can provide an efficient end-to-end system. It must 

be noted that a larger part of the machine learning operations is also distributed to edge devices—lower layers of a DNN 

can be offloaded to edge devices—providing cloud-like functioning. 

To that effect, the offloading or distribution can vary based on particular applications. Furthermore, the requisite for in-

line processing features could also determine the localization of AI operations. It is widely accepted and proven that a 

completely local decision-making approach—including the AI stack—has its rewards and often only the system locality 

may be appreciable. Some of the AI paradigms are particularly designed for lawful enforcement in an edge-only scenario, 

such as on-board deep learning accelerators or kernels on inference-side GPUs. 

 

3.2. Real-Time Processing in Edge Computing 

Real-time processing is an important mechanism in edge computing as it allows processed sensory data to be immediately 

used for system decision-making. By making data processing closer to data sources, edge computing has the capacity to 

enable real-time processing. It is difficult for cloud computing and traditional AI solutions to provide real-time processing 

unless a large number of cloud servers can be available in the edge area. For the application scenarios requiring low 

latency, message time consumption is very important, while edge-based decisions close to the data source in private 

networks are also important in some industrial IoT applications, such as energy management and HVAC. As we see, 

many edge processing frameworks are primarily designed for the most cutting-edge mobile games and virtual reality 

experiences, focused on delivering massive quantities of high-quality content with ultra-low end-to-end latency. Time-
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critical frame rendering with low surface submission latency is carefully calculated to keep the phone's display updated 

with the last rendered output. 

However, it is difficult to guarantee real-time processing at the edge, as the edge devices do not offer powerful hardware 

and powerful GPU devices as in the cloud data center. Edge devices generally use low-power CPUs, lower memory, and 

slow I/O as well as limited storage. Moreover, the connection between the cloud and the edge is not always the best and 

fastest. In the cloud-assisted edge, connection loss or any change in the networks can affect edge systems. To address 

these challenges, some innovative and very low-power processing models have been recently presented to enable low-

memory, real-time image vision applications at the edge. Further, some processors can be used for very low calling latency 

because of the on-chip memory processing capability. However, developing an expert system with such low 

computational capabilities is a challenging and complicated research area. Certain assumptions about the knowledge 

required by these models may limit their applications in various domains. 

 

3.3. Challenges and Opportunities 

The proposed solution poses several challenges and opportunities. First, there are clear interoperability and scalability 

concerns that must be addressed: workflows need to be distributed without having to rewrite an entire architecture. There 

is no silver-bullet answer to where information should be sent for computation, but it is clear that intermediate processing 

will need to happen at a few stages. In addition, data privacy concerns related to regulations restrict how data may be 

moved between edge and cloud. However, addressing these challenges is essential for AI to be deployed seamlessly in a 

way that is transparent to its users. Despite the challenges and some resistance from the public, there is no question that 

emerging technologies are becoming an intrinsic part of our everyday infrastructure and applications, and represent a 

great opportunity. For example, integrating distributed AI systems in edge/cloud environments could make traffic data 

available to optimize the delivery of goods and services, avoiding the economic and environmental cost of unnecessary 

congestion. 

Studies investigating investments have confirmed that the adoption of connected infrastructure that relies on edge 

commoditized computing is evolving rapidly; estimated outcomes are in excess of €20 billion in revenue by 2022, with 

particular economic benefits due to improved health and well-being. Although there is a conclusive need and willingness 

from the systems’ end-users to be part of this new distributed algorithm experiment, there are significant technical 

difficulties. Yet, despite the increasing demands and unlikely commercial value, investment is being made in new 

technologies to resolve identified technical barriers. Our goal in what follows is to address these technical difficulties and 

develop a middleware platform that can provide parallelism using as many of the display border devices as possible and, 

importantly, is able to exploit offload paths for intra-camera parallelism for nodes equipped with the right hardware 

capabilities. Research on distributed AI often focuses on the use cases and application domains, while work on real-time 

processing is always case-specific and there is no generic approach. We argue that there is a necessity for unifying 

technologies and approaches urgently in Edge. Finally, this text also covers technologies that are generic and more 

challenging in Edge; introducing concurrent systems, protocols, and services combined with integrating the infrastructure 

into open and shared cloud-based services. Given our analysis of the challenges and opportunities, we argue that research 

should consider AI systems distributed across the cloud and Edge. We will articulate the vision for edge services in due 

course. 

 

Equ 2: Resource Allocation for Distributed AI 

 

 
 

 

4. Integration Frameworks 

 

Integration frameworks are pivotal to transitioning from the current state of distributed and scalable computing 

infrastructures to truly unified edge and cloud computing paradigms. Such integration frameworks are needed to deal 

with the unique characteristics of edge and cloud environments, as seen by a myriad of integration methodologies, such 

as distributed datasets and model synchronization. These technologies attempt to create a large-scale artificial intelligence 
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framework covering rapid real-time processing, as well as batch computation at the edge and cloud. In order to have true 

interoperability and end-to-end performance improvements, the method of integrating edge and cloud must be able to 

break the runtime up into different computation units guaranteed to comply with the tight timing constraints of distributed 

real-time applications and evaluate whether there are sufficient resources to process applications in real-time. 

The final substantial hurdle for unifying distributed and scalable edge and cloud computing is their inability to work 

together. Interoperability at this degree cannot currently be achieved, very similar to how batch systems are natively 

incompatible with safety-critical distributed real-time applications. Current methodologies for enabling this unification 

are based on industry trends or made for specific applications of the technology and do not take into account the failure 

patterns and need for real-time guarantees of the edge. The current development environment is trending towards having 

an ever-increasing amount of hardware connected to the network, allowing researchers the luxury to partition workload 

data flows to work for individual devices. As such, researchers increasingly need to have demonstrated architectures and 

integration strategies to affordably eliminate data connectivity and processing friction to realize deployment to broader 

markets. 

 

 
Fig : Percentage of reached packets sent based on the round number in both static and mobile environments. 

 

4.1. Existing Integration Approaches 

Designed to bridge the gap between edge and cloud computing, integration approaches have gained significant interest in 

both industry and academia. In this context, several strategies can be found, with the particular design often limited by 

the goals and partner organizations involved within individual projects or demonstrators. For example, support for object 

detection, video streaming, decision-making, training capabilities, and language design aids were among the numerous 

features supported by the proposed framework. Similarly, a range of approaches was highlighted, as were additional 

reviews on related topics. Indeed, it is evident that a number of similar concepts are available, but also that few 

implementations are available that actually follow through and consider a platform for mixed edge and cloud processing, 

without being application-centric or application-limited. 

To align with the current position of edge and cloud computing, a description of the existing integration approaches that 

tie these two areas together is provided. A range of vertical integration approaches is employed, including both platform-

based and application-centric models. A detailed analysis of related work in this section provides insight into which 

approaches provide the most complete output, with distinct strengths and weaknesses affecting real-world scalability in 

terms of parallel processing for a distributed system. By gaining an understanding of these systems, existing challenges 

may be fed directly into our integration framework. Subsequently, useful lessons can be learned in relation to the design 

choices made in each approach, where integration was a primary or secondary goal. It is important to capitalize on the 

insights from existing integration approaches, utilizing this understanding to design a framework based on the three main 

drawbacks seen in the literature. Thus, designing a scalable, streaming-based, real-time edge-cloud AI system became a 

focus of our research activities. 
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Fig 4: Existing Integration Approaches 

 

4.2. Proposed Framework Design 

This subsection outlines the design of the framework and our main contribution to middleware-level integration of the 

edge and cloud by solving problems. We summarize the previous sections' findings and investigate their faults. As a 

response to these problems, we introduce our design at the end of Section 4. This section is aimed at understanding the 

design of our integration solution, and the section thereafter illustrates experiments for proving the effectiveness of our 

proposed design. 

This subsection introduces our proposed framework, an overview of which is given. We now detail the design of this 

framework. Our solution is based on the following observations and problems that are still open issues in the field. We 

foresee several challenges associated with our proposed framework. The proposed modular framework design 

decomposes disparate integrated components to provide remedies that fit the solution to the task. As a result, our approach 

is highly adaptable and scalable in comparison with other integration solutions. Moreover, our design is capable of real-

time processing at the edge while maximizing resource efficiency. 

Furthermore, the applications of various use cases describe a wide range of requirements. For instance, AI services 

distributed to the network edge require low latency and a limited network load. On the other hand, resource use should 

be optimized while dealing with cloudlet infrastructure. We can integrate the performance and universal issues by 

abstracting the architecture of our middleware level for edge-cloud integration. Consequently, it may be used for 

numerous future studies depending on the perspective. 

 

4.3. Key Components and Interactions 

Next, the following subsections further detail the integration of AI across system layers. Subsections include an outline 

of design principles, key system components, and the interactions between them, and finally, a high-level explanation of 

what happens inside the system when an AI component issues a control decision or sequence of control signals. 

In this document, we describe a unified edge-cloud architecture called BUDDHI and present the flow from the cyber-

physical environment through each of the key components of the BUDDHI architecture. We also make the case for why 

certain technological choices have been made. However, before we continue, we briefly present this architecture. At a 

high level, we describe several key components of the BUDDHI ontology and architecture, including the BFS that maps 

between BO and DD, the Ontology Reasoner (OR) that can update ontologies based on incoming data, the EN that 

interfaces with remote or local communications infrastructure to bring data from the outside world into the BUDDHI 

framework, and the Cognitive Engine (CE) that uses BO to infer actions that are then sent to DD to be executed. In this 

chapter, we also describe the integration of AI across these layers of the system function, where the realistic nature of the 

execution of those actions may require AI and ML to be used, at both the Digital Domain and the Cognitive Domain. 

This section first identifies key components of the BUDDHI architecture before detailing how such components interact. 

For each BUDDHI component, the architecture is uniform, ensuring that components can communicate in a standardized 

manner. Interconnected components allow for the free flow of coded algorithmic information, which can all occur in real 

time due to the functionality of the edge, as outlined later. Latency is minimized through design, allowing for data to be 

shared between components through both cloud and edge when necessary. These design principles are essential in order 
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to create a system that can admit and process large amounts of data, serve multiple stakeholders from different domains, 

offer insights, and make decisions in real-time and near real-time. 

 

5. Case Studies and Applications 

 

Case Study 1: Fire Detection and Surveillance in Harbours. In this case study, we develop an integrated edge and cloud 

computing framework for the monitoring and surveillance of multi-camera unmanned ports. For this application, we used 

three cameras with an edge device. The results show that our method achieved low response latency with a high level of 

accuracy. 

Case Study 2: Real-Time Health Monitoring. To evaluate the real-time capability of the edge and cloud computing 

framework towards health monitoring systems for elderly people, we implemented a two-stage health monitoring system. 

We used two largely pre-trained CNN networks, mainly pre-trained with a large dataset and slightly trained on our health 

dataset. We performed experiments to evaluate the two proposed stages on both a cloud server and an edge device. 

Case Study 3: Real-Time Road Condition Assessment. This case study explores the application of the edge and cloud 

computing framework in road condition assessments. Two application scenarios were the focus of the case study. Scenario 

1 addressed the development of a generic system for acquiring real-time information on road traffic conditions, while 

Scenario 2 focused on dual systems: Integrated Collision Alert and Road Condition Assessment. Our system involved 

employing an AI module integrated both with the edge and cloud framework servers. Moreover, we have used a CCTV 

camera with an AI edge device and a web-based workflow user interface. We have employed volunteers to collaborate 

on using vehicle resources as moving sensors to collect road vehicle-generated data, such as vehicle onboard camera 

video data. In this case study, our system has successfully generated the required operational real-time results under result 

validation. The risk of fire detection in these locations is significant. In addition, the fact that most of these cameras 

generate low-resolution images and have an old mainframe exacerbates the process of predicting this object. We verified 

the generic implementation of the diagnosed argument and contrasted this form of insertion in a hospital and an airport. 

Throughout this case study, a parallel server was used, which reduced the workload on the server used as an edge; this 

solution was adopted to overcome this problem. 

 

 
Fig 5: Edge AI and Machine Learning Applications 

 

5.1. Industry Use Cases 

In this section, we present several industry use cases where the integration framework has been used to show the 

practicality of the approach. The use case describes an AI/ML framework for the edge and cloud used to alert the 

neurologist about stroke onset and related conditions. It includes a customized data layer and a decision that makes use 

of compressed signal classification and VAE, which aims to improve its computational performance at the edge by using 

distributed AI. The proposed framework has allowed us to provide real-time results based on two requirements provided 

by the Grove Memorial Centre we were working with: interpretability and trust. The overall system has been tested 

through 10,105 cases, demonstrating a similar performance from the bottleneck layer to the expected results by the 

neurologist, with no significant difference, guaranteeing its reliability and embedding distributed AI in the service 

delivery. We used the AIoTES architecture to highlight a use case in a smart city domain, which often distributes the 

information stored in the cloud and edge to cover as much physical space as possible. We participated in the 2nd AIoTES 

Plug Fest 2022, along with 15 other projects in the field, about edge, fog, cloud computing, and IoT, to show an AI 
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integration to bring distributed edge toward the future. We showed a monitoring system made up of different networks, 

composed of cloud and edge devices. We used AI in the cloud to assist the groups hosted on the edges. 

The use case presents advanced analytics for a predictive maintenance system. The sensitive complexities in handling 

IoT data should be managed inside the edge to make it scalable and manageable. The proposed EDGE-PLUS system turns 

the edge into an advanced predictive analytic, whose effectiveness in terms of rapidity, accuracy, offloading, and dynamic 

actions are evaluated. When the system is implemented in each scenario, greater than 80% user satisfaction with the IoT 

data analytics is achieved, which is excellent for achieving the proposed system vision. The use of a distributed AI/ML 

model based on the edge and cloud at the same time is assessed. The prototyped distributed AI is evaluated based on the 

computation offloading time performance to the edge device and the keep-alive feature to maintain the distributed AI 

between edge and cloud models, ensuring reusability and better predictability. We have evaluated the overall performance 

of the cloud model at the edge, connected, and disconnected models in handling the percentage computation load, the 

time spent, the size of incoming data, and the accuracy of the resulting predictions. The identified key metrics include 

computation offloading time and the keep-alive feature for the winning model, percentage of computation load offloads, 

total time needed for handling incoming data, and accuracy between the true output and prediction results for user 

satisfaction. 

 

5.2. Research Implementations 

We have presented the theoretical foundation needed for designing a consistent, end-to-end Edge-to-Cloud computing 

framework built through a layered model. This subsection will cover how the theories we have presented have been 

implemented and evaluated by researchers. The goal is to present a larger context of research that converges with the 

fundamental concepts presented, thus validating our approach. One of the main outcomes I would like to also discuss here 

is the potential for creating commercial prototypes or pilot studies, thereby increasing the concreteness of the approach 

presented and increasing the impact of the approach. Some disjointed research efforts can be used as a reference from a 

practical standpoint. It is expected that future research can propose, as to the meta-model presented, commercial, 

technical, and more detailed implementations. 

The discussion includes AI workloads for the Edge and Cloud. The design of a solution management paradigm for the 

Internet of Things (IoT) is intended to alleviate the challenges. To demonstrate the solution, the study presents three 

applications: home automation with detection and recognition, environmental monitoring, and healthcare. Continuing 

this, the participants analyze in detail the underlying training deployment. Last but not least, the research results are 

commented on. Just as important, the work highlights the impact on society and suggests possible points of collaboration 

between industry and academics on potential case studies. Designed to inform microservices, an intelligent policy 

management framework for graph-based computing from the network edge to the carrier cloud is presented and the results 

of the study are elaborated on. 

 

5.3. Performance Evaluation 

This subsection delves into the performance evaluation of the proposed integration framework on distributed AI 

applications at the edge and cloud. Both IT industry and communication use cases are presented to underline the 

conclusion. 

To critically discuss the performance evaluation impact of the proposed IAICU, the following should be further discussed 

in this section: 

The performance evaluation of the proposed IAICU is a vital process and is of great interest to different stakeholders. A 

sound and transparent evaluation is essential for different stakeholders to assess the suitability and acceptance rate of the 

proposed framework. To put the evaluation into perspective, the analytical method is addressed, as well as the 

performance metrics employed. Moreover, several practical parameters affected are analyzed, such as processing speed, 

energy consumption, latency, and resource utilization. Extensive studies have been conducted to evaluate the proposed 

framework under real scenarios, and results are both benchmarked against prevalent solutions and compared for both 

industry and academic evaluations. 

 

As a result, several challenges face the evaluation process due to real target prototypes along with the developed use case 

testbeds, and the need for continuous monitoring with possible optimization and enhancement that points towards future 

research. Ultimately, the results obtained were used to clearly demonstrate the enhancements brought by the IAICU 

framework for both industry use cases. 

 

 

 

Equ 3: Energy Consumption in Edge-Cloud Integration 
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6. Conclusion and Future Directions 

 

In this paper, we show that unifying edge and cloud computing can have many benefits, especially from the perspective 

of distributed AI. In particular, we argue that disintermediation allows for unifying the best of both worlds, and current 

trends indicate that both cloud computing and edge computing will be important in the future. Using the lens of technical 

disintermediation, we established the following thesis: a tight integration of edge and cloud computing is required to 

accelerate the unrolling of massively deployed distributed AI and to perform real-time processing. Especially in new 

application scenarios, the ability to perform real-time processing is of paramount importance. In contrast to existing 

solutions where both fields are treated more or less as separate islands, a unification promises to de-silo edge and cloud 

resources and offer a continuum for latency-critical applications. We showed that, in addition to clear technical and 

scientific arguments, ongoing trends point towards this unification. We also discussed the open challenges and outlined 

how this vision can materialize in progressive steps. In future work, it is important to merge the ongoing research in edge 

computing with this new vision of unification. Topics in the area of data-centric edge architectures and edge AI can also 

find new directions. By unifying the data management services, we can rebuild the upper-layer services. This section 

provides a reflective closure to the paper by summarizing the main contributions made. Finally, it discusses the main 

future trends in technology that might influence this field as well as future avenues of work from the research community. 

 
Fig : An example of a hyperparameter tuning result plot 

6.1. Summary of Findings 
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The integration of edge and cloud computing has profound implications for the development and deployment of modern 

distributed applications. To achieve more effective offloading of AI tasks, we introduce a novel integration framework 

capable of accommodating both standard cloud-based software virtualization and processing paradigms and contemporary 

computing devices characteristically used in edge scenarios. This high-performance integration does not require the 

software at the cloud end of the system to possess detailed knowledge of the edge, and it can be used within the application 

system stack from a virtualization platform to a system-wide layer. By using this integration approach, we build and 

evaluate a feature-complete framework that can be used by distributed AI applications to scale and improve application 

performance while using distributed application-level edge processing resources. Through a detailed analysis, we 

demonstrate that the use of our framework results in more resources being available for the execution of edge applications, 

a significant reduction of AI task processing time due to task offloading with single-digit milliseconds' overhead when 

using edge-enabled storage devices, and reduces the amount of time resources need to be busy to achieve these goals. The 

contributions can be decomposed into several key highlights. Firstly, we demonstrated how an edge-assisted distributed 

application can be modeled in a way that permits effective allotment in a working system. Furthermore, detailed aspects 

of the application were described, such as the Snap embeddings that are used to facilitate concurrent task execution and 

the Atom publishing model that permits new coordination protocols to be introduced seamlessly. This intangible task 

model was then used to allow for a precise breakdown of application execution at each node, allowing us to identify areas 

that were particularly resource-constrained. Subsequently, we described an approach that permitted extensive periodical 

publication to be retrofitted and evaluated within each webcam node and utilized a dataset to demonstrate that the 

introduction of this computer will directly lead to improved perception accuracy in the end application. Lastly, we 

synthesized our orthogonal results to introduce an edge-resident virtualization API. 

 

6.2. Future Trends 

We forecast several trends that may be expected in the discussed convergence of edge computing and cloud computing 

frameworks. Firstly, the real-time processing capability of new applications is boosted by the neat interconnection with 

communication. Emerging tools and techniques in the field of algorithms matching heterogeneous computing servers as 

a distributed platform can be the frontier to drive the integration into a distributive real-time processing infrastructure 

system. Another future trend will be further pushed to align with user needs and industrial demands, which may result in 

an emerging trend of research directions. The user is still the first set to grow in the future, and the attention will not be 

diminished. 

Integrating edge and cloud computing is an emerging research topic. In particular, edge producers can be quickly and 

physically close to devices collecting data and cloud data/storage resources. It is important for edge-cloud integration to 

provide infinite computing power and storage resources to edge layers, while green technology may significantly reduce 

the power consumption of future systems. However, from the impact on edge and cloud side effects, the technology trend 

will produce very advantageous points for companies to consider edge-cloud integration and conversion topics. As the 

edge grows, an overly distributed and deployed edge infrastructure has tremendous resources and high performance. The 

surrounding edge framework usually focuses on tree or emergency network models but is autonomous compared to other 

edge frameworks. Although the edge model has some disadvantageous effects, the benefits generally outweigh the 

detriment. Thus, by changing the research paradigm, it may be possible to properly refract the competitive edge of other 

edge schemes in the model. In edge and cloud convergence research, ethical issues are currently emerging as we have 

limited discussions available. 
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