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Abstract 

 

The growing demand for sustainable fashion has catalysed an interest in botanical contact printed products worldwide, 

which utilize nature to create unique imprints and textile  designs. In this study, we have segmented the available data 

into distinct clusters using the k- means method, which is an unsupervised machine learning technique, to determine the 

data points that lie within the confines of this market. By analysing the data collected—including earnings and 

expenditures, preferences, and demographic information—the aim is to uncover meaningful patterns that can shape 

marketing strategies for evolving sustainability. 

Recognizing customer groups is essential for businesses for several reasons. In the first place, it helps companies direct 

marketing more precisely, increasing the possibility that within the available resources a message would be heard by the 

targeted industry groups. Apart from that, it is possible to optimize the range of products as a defined customer segment 

would appreciate the product features. Thirdly, it helps to gain loyalty because people want to be recognized with 

brands that resonates their belief systems. Insightful data derived from K- means clustering helps businesses increase 

customer satisfaction, revenue, and growth in the sustainable textile sector. Having consistent actionable marketing 

strategies based on data is vital to the growth of companies in the textile sector that wish to tap into the more 

environmentally focused customers. 
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Abbreviations: RFM- Recency, Frequency, Monetary Value, WCSS- Within Cluster Sum of Square, EM- Elbow 

Method, ASM- Average Silhouette Method, GSM- Gap Statistic Method. 

 

1. Introduction 

 

1.1 Botanical Contact Printing 

A shift is currently occurring in the textile industry as there is an increase in demand from consumers for sustainable 

and environmentally friendly products [1]. In this case, the botanical contact printing technique could be appealing to 

such customers as it produces beautiful textile prints paired with environmental sustainability. This method uses natural 

materials to imprint plant designs onto fabric, resulting in products that are both aesthetically pleasing and sustainable 

[2]. With the growth in demand for such textiles, it is vital for companies to understand the constituent customer 

segments in order to diversify marketing strategies accordingly. [3]. 

Botanical contact printing is not just a process; it is an integral part of further movement aimed at reducing the 

environmental footprint of the fashion industry. Traditional textile manufacturing often involves harmful chemicals and 

processes that can have detrimental effects on the environment. On the contrary, botanical contact printing technique 

that uses natural fabrics, natural dyes, and other materials wins the rest of the population that is more concerned with 

the material transparency and ethics of textile production in their consumer choices. 

 

1.2 Customer Segmentation 

Customer segmentation is key in marketing strategies and involves breaking down a wide customer base in smaller but 

more manageable groups with common traits and characteristics [4]. This approach gives the opportunity to assess 

different behaviours and needs of the audience, helping in the development of focused marketing strategies and 

initiatives that connect with the audience on different levels [5]. This particular study seeks to apply the resilient 

unsupervised machine learning algorithm K-Means, K-Means [6], as a means to determine potential different customer 

segments in the customer market for botanical contact printed merchandise [7]. By studying customer data on buying 

behaviours, preferences,    and demographics, marketers look to provide customer insights that can improve customer 

satisfaction and increase sales in this emerging market for green textiles [8]. 

There is a need of contact printed products for business to print contact and there is ever- increasing market for printed 
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products. Companies need to study different consumer attitudes and behaviours which is a complex dome [9]. 

Understanding who their customers are—what drives their purchasing decisions and how they interact with brands—

becomes crucial [10]. This research seeks to fill that gap by employing K-means clustering to analyse customer data and 

identify distinct segments with similar characteristics. 

 

1.3 K-means Clustering 

Segmentation, in particular, is an approach in machine learning that aims to cluster data into smaller groups based on 

particular attributes which may include colour, size, and shape. These attributes have in the past few years been studied 

in different domains [11],[12],[13], [14], [15]. 

Out of these, K-Means is the most popular and simplest as well, most efficient method of clustering since it reduces the 

within-cluster sum of squares (WCSS), thereby producing compact and well-separated clusters. It focuses on and 

minimizes absolute distances to each  of the data points, giving compact and well-separated cluster results disproving 

the within- cluster sum of squares (WCSS). 

However, the most evident challenge is finding the most optimal cluster number (K) needed for accurate results [16], 

[17]. Other such approaches include the Elbow Method (EM) [18][19][20], Average Silhouette Method (ASM)[21] and 

Gap Statistic Method (GSM) [22].The focus of this specific study is customer segmentation with the application of the 

K- Means algorithm. 

 

Research Objectives 

The objectives of this research are: 

1. Identification of Customer Segments: To identify how many distinct customer segments are there within the 

market for botanical contact printed products. 

2. Analysis of Segment Characteristics: To explore and identify unique characteristics, preferences, and behaviours 

of those identified segments. 

In order to contribute valuable knowledge to the field of sustainable fashion marketing especially with a relatively new 

area such a botanical contact printing with the necessary  tools to engage the target customer base effectively, the study 

was conducted. 

 

2. Research Methodology 

 

A structured methodology was implemented to identify the customer segments for botanical contact printed products 

using K-means clustering. The methodology has several critical steps: a strategy for sampling, data collection, data pre-

processing, clustering implementation, and result validation. 

 

2.1 Sampling Strategy 

The first step was executed with having a clearly stated direction on sampling. A set of pop- up stores or experience 

centres are stationed strategically in foot traffic friendly ecosystems like eco stores, fairs of art & clothing, or 

community celebrations of sustainability. The selection was made to acquire a varied set of prospective buyers who 

were likely to be interested in buying something related to contact printed botanical stuff, e.g. Art Galleries, Craft 

Council Exhibition, Sustainable fairs, Handloom & Handicraft Exhibitions, Design fairs etc. Only participants who 

made at least one purchase were allowed, maximizing the effectiveness  of purchasing intent  in  capturing the sample 

ensuring the dataset's    relevance was clear. Within a few months’ time, 305 customers were profiled at the sites and the 

profile served a good set of values in terms of behavioural analysis.\ 

 

2.2 Data Collection 

Surveys were conducted during scheduled times at the pop-up stalls in the form of snapshots using survey interlaces. 

The ‘Responding’ portion was made in a way to capture important behavioural and demographic data. Customers stated 

their ages and their  monthly wage which made it easy to see to see trends for income. In addition, the survey asked  the 

customers the about their purchase frequency and liking which helped to find their position and behaviour in the 

Recency, Frequency and Monetary score or in other words, the RFM score was ascertained. This explanation paints a 

full picture of buyers on the customer spectrum while capturing critical demographic data through the different shapes 

of data  fields. 

 

2.3 Data Pre-processing 

The data collected went through a number of sequential steps so that the data would be of the right quality for the 

intended analysis. The first step focused on allocated handling missing data. Age and income questions that had no 

responses were regarded and either substituted, or omitted from the data set as a means in keeping the integrity of the 

data. Omitting sets was important in validating the accuracy of the data in question. In the next step, the age and income 
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metrics were put through normalization. This provided that the two variables clustered together, lending to a better 

relationship depiction. Specifically, the values were scaled to a range of 0 to 1, which is particularly important in 

clustering algorithms where distances between points dictate cluster formation. Additionally, while the primary focus 

was on numerical data, any categorical responses, such as gender or background, can also be encoded appropriately to 

facilitate further analysis. 

 

2.4 K-Means Clustering Implementation 

The K-means algorithm is used next to hone in on different customer profiles based on age as well as monthly income. 

This in turns splits data into different segments. The first step in the analysis involves deciding how many clusters in the 

data set there are. This is achieved through the Elbow method. The method involves graphing K vs WCSS and 

determining what k value has the lowest WCSS. 

When optimal K has been computed, K means should be run on the clean dataset. Each customer should be assigned, by 

their monthly income and RFM score, closest to the cluster centroid. The algorithm repeated the calculations for the 

cluster centroids resulted in stable clusters that accurately represented customer segments. After clustering, the two 

resulting segments were analysed to identify their characteristics. The first segment was characterized by younger 

customers with lower monthly incomes, likely prioritizing affordability and value in their purchases. In contrast, the 

second segment comprised older customers with higher monthly incomes, who were expected to place a greater 

emphasis on quality and  sustainability in their purchasing decisions. 

2.5 Validation of Clusters 

The clustering results were to be validated next, for which additional analyses were performed. One of the key metrics 

used for validation was the Elbow method. This was calculated for each data point in R Studio, which helped us to 

understand what the similar data points have in common in their own cluster compared to others. Furthermore, for 

better perusal, visual analysis was conducted by generating a scatter plot to represent the clusters visually. This plot 

clearly depicted the distinct buyer segments based on their monthly income and RFM score, which contributed greatly 

in identification some behavioural facts for marketing strategies. 

 

 
Figure 1Flow chart for the K-means clustering algorithm 
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The steps of data analysis cannot be initiated until the collection is systematized and processed to make it uniform in 

representation and entail assigning values to absences, redefining values to fit global standards rationalization of 

dominant languages, etc.The processed data is fed into the K-means clustering algorithm to delineate customer 

groupings. These customer groupings can contain segments which can be further subdivided or the total number of 

clusters. The total number of clusters are determined by the Elbow method. The Elbow method is used to find the 

number of clusters such that any further addition to the cluster does not yield any increase in ‘value’. All possible 

segments are cluster analysed to find the groups unique features and preferences. 

 

3 Implementation & Analysis 

 

Before applying k-means, the collected dataset was loaded in the RStudio software and the necessary packages are 

installed. 

 

The tabulated dataset was then loaded and checked for missing values using the following code. 

 

This resulted in the following output where the system ‘handles’ the missing value and displays the final table. 

 
 

The dataset was investigated more on the relationship between the variables by taking a look at the correlation matrix. 

 
 

In accordance with the output, there appears to be a weak inverse correlation between monthly income and the purchase 

amount. Given that neither the purchase amount nor the purchase frequency significantly affects the monthly income, 

there was a need to further clarify the connection between monthly income and the RFM Score. 

There is a primary consideration that is needed to be addressed prior to fitting the K- means clustering model. K-means 

clustering, like many other methods, does suffer from the phenomenon known as clustering bias, which, in effect, is a 

distortion in the  clustering outcome that arises from variables that are measured in different units. More tailoring 

variables and/or clustering distorters to a common measurement is a necessary step singled out as the distance metric 

the clustering algorithm employs is only reliable if the variables are of a similar scale. 

There are many ways of addressing the problem of metric space distorters to scale, and the Problem of Clustering with 

Multi-Scale Criteria is a particularly egregious example dedicated to the powerful tool known as variance reduction. 

Such processes involve a variance-reducing mechanism in which the distance—which as a signature of the feature 

comparison—is in absolute terms, and is meaningless, suffers from the syndrome known as high dimensionality. Within 

this framework of this analysis, to be specific, and the R is the environment undergoing the analysis, the scale () 

function is the particular standardized function of choice that was utilized. Since this function supplies a matrix,  the 

Base-R style is streamlined and a clearer and less complicated option for coding as opposed to the tidy verse style or 

framework. This standardization step is to ensure that  all variables are equally relevant to the clustering process, 
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leading to more accurate results. 

 

 
 

3.1 Fitting and evaluating the model 

The identification of the relevant clusters is carried out using the K-means clustering.  This is done in few steps, firstly, 

the number of clusters is taken as three, with the parameter nstart configured to 20. This setting helps the algorithm to 

perform 20 separate runs with different random initializations, allowing R to automatically select the optimal clustering 

solution based on the minimization of the total within-cluster sum of squares. 

In addition, a random seed is chosen in order to preserve the persistent nature of the outcome over different runs of the 

code. 

 
 

Output: 

 
 

From the output, it is evident that the analysis identifies three distinct clusters, and the number of observations in each 

of them are 177, 13, and 110, respectively. For each cluster, the squared distances of each observation to the cluster 

centroids are calculated, and the clusters are formed based on the minimum distance association to the centroids. These 

initial results appear valid; however, further exploration of alternative cluster counts is to be carried out to ensure 

optimal segmentation. 

To do this, the number of clusters is methodically altered from one to ten. This iterative process is evaluated using 

function called a scree plot, which displays the number of clusters along the x-axis and the total within-cluster sum of 

squares (WCSS) along the y- axis. In the context of this case study, ten K-means models are generated using only the 

price and number of reviews as input features. The WCSS from each model is stored in a variable for use in 

constructing the scree plot. This method is in line with the Elbow Method, which is a well-known way to figure out how 

many clusters are best for a particular dataset. 
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This generates the graph for the WSS Curve for the optimal number of clusters. 

 

 
Figure 2 Optimal number of Clusters (Elbow Method) 

 

Studying the scree plot, it is observed that the WCSS total does increase, but only up to a certain number of clusters and 

then decreases. This method is used the most to find clusters that ‘drop’. In this case where the drop in WCSS is 

relatively flat. After looking closely at the data, the answer becomes more obvious. The image does indicate that five 

clusters is the best number of clusters since any additional clusters does not significantly increase the score for the 

model. 

Thus, to determine the number of clusters, the value of \( k \) is set to 5, with a seed again applied for reproducibility. In 

the R programming, clustering can be carried out using the k means () function in built with the relevant package 

library. It requires specifying the number of desired clusters (k) which was obtained by the Elbow method and, 

optionally, parameters such as the number of random initializations (nstart) to improve the clustering outcome. 

 
 

Subsequently, a scatterplot can be generated to visually represent the relationship between Monthly income and the 

RFM Score, with points can be color-coded in the programme according to their respective cluster IDs. This is depicted 

in Figure 3. 
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Figure 3 Generated Scatterplot for the clustering 

 

3.2 Actual Clustering 

To showcase the results of a clustering process, a cluster plot is usually created. This plot gives a spatial description of 

the clusters in two dimensions, using methods such as Principal Component Analysis (PCA) whenever the dataset 

exceeds two dimensions. In R, the fviz cluster () function from the facto extra package is most effective for these types 

of visual representations. This function shows points with colours indicating the different clusters they belong to and 

cluster centroids, making it easy to visualize the clustering. 

 
 

 
 



Journal for Re Attach Therapy and Developmental Diversities 

eISSN: 2589-7799 

2023 August; 6 (8s): 1150-1158 

 

 

 

1157   https://jrtdd.com 

 
Figure 4 Final Clusterplot 

 

3.3 Analysis 

In the cluster plot where Component 1 is the salary earned per month as analysed using RFM and Component 2 is the 

spending score; it is possible to draw important conclusions especially on the behaviours of the customers in buying the 

botanical contact printed products. 

Occasional Buyers (Cluster 1) and Cautious Consumers (Cluster 2) exhibit some overlap, suggesting that individuals in 

these groups may share similar spending behaviours despite differing income levels. For instance, lower-income 

customers in the Cautious Consumers segment may still demonstrate high spending scores, indicating a willingness to 

prioritize and invest in botanical contact printed products that resonate with their interests. In contrast to the Budget-

Conscious Shoppers and Value Seekers clusters which show greater dispersion, Cluster 3 is more compact. It is likely 

that the Affluent Enthusiasts are individuals earning a high income and therefore capable of spending a great deal on 

premium botanical contact printed products. This is an example of a high-tier prospective customer. As for the Budget- 

Conscious Shoppers, this may also include lower-income groups who are reflective of spending scores and budget 

limitations on what such products and services they are able to purchase. Finally, the Value Seekers segment might also 

portray moderate-income customers who do not earn high salaries, but somehow, they spend more and this high 

spending score suggests that they are ready to spend on some appealing botanical products. 

 

4 Conclusion 

 

The ever-growing market of botanical contact printed products makes it crucial to comprehend customer segmentation 

for businesses aiming to succeed within the eco-friendly textile industry. This study employs K-means clustering to 

analyse purchase data, aiming to uncover for tailored marketing within the purchase behaviour, preferences, and demo-

graphic of the eco-friendly textile industry. These clusters can inform targeted marketing strategies. For example, the 

Affluent Enthusiasts could be approached with premium botanical contact printed products, whereas those in the 

Budget-Conscious Shoppers segment could be offered low-cost direct mail pieces or promotions designed to boost 

engagement. This improved customer insight enables more effective marketing that maximizes sales while building 

loyalty to this segment of botanical contact printed products. 

As we move forward, it is crucial for businesses to embrace data-driven decision-making in their marketing strategies, 

ensuring that they remain responsive to the evolving preferences of their customer base. Through effective customer 

segmentation, companies can not only meet the demands of the market but also contribute to a more conscious future in 

fashion. 
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